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CHAPTER 1

Statistical Mechanics

1.1 Introduction

Many interesting systems, such as the climate, cells and organisms, cities and
societies, are inherently very difficult to model, and fall under the denomination
of complex systems. One of their key feature is emergence, i.e. the presence
of “cooperative” behaviours that originate from interactions of the system’s

parts, and that cannot be explained by any single element of the system by
itselfll

It does not suffice to consider a large and complicated system to create a complex
system. For example, a gas trapped in a piston is complicated - as it involves a
large number of molecules -, but not complex - as it always reacts to changes in
the same way: if the gas is compressed or expanded, the piston will just move
towards the previous equilibrium state at a predictable rate.

True complex systems react “globally” to small perturbations. Living organisms
and packs of animals are one of the most evident case of complex system: for
example see how bird/fish flocks alter their movement when approached by a
predator. Most of them can’t even see the threat - yet they know, by observing
each other, where to go next in order to avoid it.

Non-living physical system at equilibrium can exhibit complex behaviours
while being much simpler to analyse. One such example is given by critical
opalescence, where a fluid is normally transparent to light, but if heated above
a certain critical temperature T, it suddenly becomes opaque. As we will see,
this is due the fact that, close to T, density fluctuations in the fluid become
really high - producing internal boundaries that refract or reflect rays of light,
so that they cannot cross the fluid unaffected.

This behaviour depending on a critical temperature is a feature shared by
many complex system.

For example, consider the Ising model, consisting in a set of locally interacting
magnetic spins {S;}i—1,...n. By simulation, we can show that, depending on the
temperature, it exhibits two phases:

he definitions here are deliberately fuzzy, as we are dealing with a huge class of very
diverse systems. In fact, there is no single “clear-cut” definition for a “complex system”.

(Lesson 1 of
9/3/20)
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« High temperature: the spins S; are randomly distributed, while the
magnetization m, defined as:

is null. If the system is slightly perturbed, it relaxes quickly to m = 0

o Low temperature: the spins are all directed in the same direction, and
a slight perturbation relaxes quickly to m = 1.

At the critical temperature 7., exactly between the two phases, the system
relaxes very slowly after a perturbation - taking order of magnitudes more
time to return to the equilibrium magnetization state (m = 0). Spatially,
the perturbation generates wild fluctuations of the spin states that propagate
throughout the entire system, meaning that distant points become highly
correlated, as if they were directly interacting, even when there are no forces
between them. This is exactly what happens in the bird flock case, where the
entire group “changes shape” at once reacting to the predator movement. So,
in general, locally perturbing a complex system will produce changes over
all spatial and temporal scales.

Thus, certain physical systems at equilibrium behave, at the critical temperature,
similarly to complex living systems - and so become very interesting to study.

1.1.1 Ingredients for a complex physical system

First of all, we wish to understand the ingredients of physical complex systems,
the key aspects that are needed for emergent behaviours, and that distinguish
truly complex systems from merely complicated ones. From the previous ex-
amples we saw that we should focus on fluctuations, and especially in how
much the system changes (globally) after a perturbation. So, to have emergent
behaviour we need:

o Many degrees of freedom (not necessary elementary particles, but
“properties” that can be changed).

» Interactions among the degrees of freedom. The simplest kind is the pair-
wise symmetric interaction - but there are also more complex possibilities
(e.g. mediated or many-body interactions)

« Balance between Energy and Entropy. A physical system at equi-
librium exhibits long-range correlations, and thus complex behaviour,
only when cooled at a critical temperature 7,, such that energy £ and
entropy S are “balanced”:

Energy(T¢) ~ T, - Entropy(T¢) (1.1)

The energy is defined as £ = U + K, where K is the kinetic energy
of the system’s components, and U the potential term given by the
interactions. On the other hand, the entropy S is proportional to the

7
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number of configurations (realizations) of the system’s microstates that
share the same macrostate, i.e. that lead to the same values of macroscopic
observables (e.g. energy). In other words, S increases if there are “more
configurations” of the system’s components that lead to the same “overall
result”.

To give some intuition for , consider a closed system (i.e. one that can
exchange energy, but not particles) in a heat bath at constant temperature
T. By consequence of the second law of thermodynamics, processes inside
a closed system tend to maximise S if £ is constant, or minimize £ if S
is constantE]. If £ nor S are constant, a compromise must be done, and
another quantity (a thermodynamic potential) is minimized instead. For
example, in the case of a system of fixed volume V| it is the Helmholtz
free energy:

F=E-TS (1.2)

Physically, F' quantifies the amount of the system’s energy that can be
used to perform useful work.

Now, note that if T" is low, F' is dominated by £, meaning that the system
at equilibrium will be in one of the minima of £ (ordered state). However,
if T is sufficiently high, S prevails, and the system will reorganize itself
so to occupy one of the states with maximum S - which are usually very
different from the low energy ones (disordered state).

The critical temperature 7T sits at the boundary between these two phases,
where little perturbations produce significant effects on the entire system’s

volume - which is exactly the kind of complex behaviour we are studying.

In fact, fluctuations towards high S produces disordered patches, while
ones in the opposite side lead to ordered patches - which then influence
the neighbouring regions through the local interactions between degrees
of freedom. These wild fluctuations allow the system to visit the regions
of phase space that are specific of both low and high temperature (which
are usually separated) at the same time.

In other words, a system at T, is “tuned to respond to change”, and it
does so over all spatial and temporal scales.

Unfortunately, and the free energy are only defined at equilibrium,
leaving out all the interesting cases of non-equilibrium systems (e.g. living
organisms). Finding a generalization of F' that works also in non-equilibrium
states is one of the current goals of research in statistical mechanics.

The desire to do so can only increase after observing that all physical systems
at criticality exhibit very similar emergent/cooperative behaviours, depending
only on system’s dimensionality, and the symmetry and range (long/short) of
interactions. This is, in essence, the concept of universality, one of the key
ideas of theoretical physics.

Helmbholtz free
energy

Intuition for
criticality

The
non-equilibrium
problem

Universality



Universality allows to study many different systems with minimal models
(or null models), where all the non-necessary details are left out, and only the
few parameters relevant for criticality are analysed. These are way simpler to
solve and model than the full cases, and so provide the opportunity of a deeper
theoretical understanding.

1.1.2 The non-equilibrium case

While physical systems at criticality and living organisms are both examples of
complex systems, the latter show remarkable and yet unexplained differences,
leading to a list of deep questions in the field of Statistical Mechanics.

For examples, physical systems need to be fine-tuned to show an emergent
behaviour, because they need to be inside a very specific patch of the phase-
space sitting between different phases. Living systems, however, need not this
kind of tuning - they are, in a sense, “always critical”. For example, a bird flock
does not need a specific temperature nor a certain wind speed to react readily
to a predator: it just does.

So, it is fair to ask at which point the analogy between non-equilibrium living
organisms and equilibrium critical states must stop. Do bird flocks share the
same core mechanism of an Ising model, with just another layer of complexity on
top - or are they just superficially similar, but inherently completely different?
If the former is true, how can they “self-tune” to be “always critical”?

More importantly: does universality even hold for non-equilibrium complex
systems? If this where true, it would enable a generation of theorists to model
all of these magnificent behaviours with a single framework.

In any case, even after confirming the analogy with critical systems, we must
remember that we are not aiming for specific predictions, but seeking a general,
understandable, explanation for complex phenomena. For example, with the
critical system analogy we do not wish to predict tomorrow’s forecast, but rather
unveil the typical patterns of Earth’s climate over millennia. For a specific
application, such as weather forecasting or establishing the efficacy of a drug, it
is best to use numerical models with thousands of parameters, fitting reality to
the further decimal place. On the other hand, modelling with few parameters
a critical system can give insight on the behaviour of many non-equilibrium
system (as we noted before), such as:

o Bird and fish flocks

o Certain kinds of brain activity

» Ecosystems with high biodiversity (such as natural forests)

o Written communication (mails, text messages, social connections, memes...)

e River basins

ee “principle of minimum energy” and “principle of maximum entropy”.
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1.1.3 Statistical Mechanics

Statistical mechanics is the branch of physics that deals with many-body systems,
borrowing concepts from statistics, probability theory and quantum mechanics.
It can be divided in:

o Equilibrium Statistical Mechanics, which extends classical thermody-
namics, linking macroscopic observables (e.g. pressure, temperature) and
thermodynamic quantities (e.g. heat capacity) to microscopic behaviour.

» Non-equilibrium Statistical Mechanics (or Statistical Dynamics),
which models irreversible processes driven by imbalances - such as chemical
reactions or flows of particles/heat.

In a more recent sense, Statistical Mechanics can be extended to generic (not
necessarily inanimate) systems with many degrees of freedom formed by interact-
ing parts. In this sense, Statistical Mechanics becomes the natural environment
in which to study complex systems and emergent behaviour.

1.2 Review of Mathematical Methods

1.2.1 Continuous Random Variables

Let X be a continuous random variable with probability distribution p(x).
Then:

» The probability of X assuming values in the interval [a, b) is given by:
b
Pla < X < 0] :/ p(x) de
a

o The probability distribution p(x) represents the infinitesimal probability
of X assuming a value very close to x:

Pz <X <z+dx) =p(z)de

« The expected value of a function of X (also called an observable) O(X)
is given by sampling many X; ~ p all independently and identically,
and then computing the limit:

(o) angr;o;ZO

- /R p(z)O(z) dz = E[O(X)]

Physically, this corresponds to repeating many time the same measurement
of O, and averaging the results.

10
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Exercise 1.2.1 (Some example distributions):J

Consider the following distributions:

1 0<z<1
Uniform pi(z) = == (1.3a)
0 otherwise
1 1 >0
Exponential pa(x) = —exp (—£> 0(x); 0(z) = ’
m m
0 <0
(1.3b)
1 o 2
Gaussian p3(z) = exp <_(x¢2n)> (1.3¢)
oV2m 20

Evaluate (X), (X?) and Var(X) = (X?) — (X)? with the above three distri-
butions (1.3aH1.3c)). Are the three distributions correctly normalized, that

is:
/]Rpi(x)dx 21 vi=1,23

Solution.

1. The distribution is already normalized:

1
/]Rpl(x)dx:/o ldz =1

The first two moments are:

1 21 1
0= fomr= [ rar= ] =
1 311
(X?) / x“p1(x) / xde:%‘O—g
And so the variance can be computed as
Var(X) = (X% —(x)? =2 -1 L
3 4 12

2. We proceed exactly in the same way:

fopiorie= ™ Lo (-2 ar= e (-2) =

(X>:/ xpa(z )dx—/+ooxexp (—%) d%)

+00 T\ | T
= el e () = e ()]
m/ 10

(X?) = /R:v?pz(:v) = /;OO :ieXp (—f) do =



+oo
— —9m? exp (—£> ‘ = 2m?
m/ 10
Var(X) = (X?) — (X)? = 2m? —m? = m?
where in (a) and (b) we performed (multiple) integrations by parts.

. As before:

1 (x—m)2> dy _.»2
_ d /7 v =
/IRO' 2Wexp< 202 x =zom ]R\/_

p<_(x2—2 > / \/_\c;g_ﬂ—;me_yz)%dy:

=1

SIS

<X>:/]Ra\/x§ex
Sk

In (a) we noted that the ye_y2 term is an odd function integrated over
a symmetric domain, and so it vanishes.

2

(X2>:/ T exp<—($_m>2>d _/]R(\/_vaLm VTS dy =

2o V2rg
202 2v/20m
y e_y dy —}-W?d/y—}—m / —e y dy —
20

yle v’ dy + m?

=7k

For the last integral, we note that:

Q,de :_i
Jorte == e

s=1

and:

2 dt 2 T
o e
/IRe yt:\/gy IR\/ge S

meaning that:

d
y y _ _ _
/IRe € dsV s

Substituting in the previous expression we finally get:

(X2) = %Z?é_+ 2 _ o2 42

Var(X) = (X?) — (X)? = o2

_ VT 3
s=1 2

_ VT

s=1 2

12



Exercise 1.2.2 (Variance properties):}

Show that:
1. Var(X) = (X - (X))?) = (X?) — (X)?

2. min{(X — a)?) = Var(X)

Solution.
1. By using the linearity of the average:

Var(X) = (X — (X))?) = (X* = 2X(X) + (X)?) =
= (X?) = 2(X)(X) + (X)* = (X?) - (X)?

2. First we expand the square, and use again the linearity of the average:
(X = a)?) = (X?) — 20(X) + o

To minimize this expression, we differentiate wrt a and set the derivative
to O:

c;ja[(X2> —2a(X) + 0% = —2(X) + 20 = 0= a = (X)

And substituting in the expression above we have:

min((X — )?) = (X?) — 20X)(X) + (X)2 = (X2) ~ (X)? = Var(X)

[Exercise 1.2.3:}

Consider the following pdf:
ple) = (a+ 1)e"0(z 1)

For what values of o € R is it normalizable? Which moments (z*), with
k € R, are well defined?

Solution. We start by checking the normalization:

/]Rp(a:) dz = /1+Oo(a + 1)z %de

If a=1:
+oo ] +00
/ fdlenx) = 400
1 T 1
If a # 1:
+oo ] 1 +oo <1
/ —adle wl_o“ _tee @
1 X — 1 _ﬁ a>1

13



And so the integral certainly converges to a non-zero value for a > 1:

a+1
/]Rp(x)daz po— a >

meaning that p(z)/A is normalized.

Note that the integral converges also for a« = —1, where the prefactor
(cv + 1) vanishes. However, in this case the integral is 0, and so it cannot be
normalized to 1.

The k-th moment, with £ € R is given by:
k e k
<X>:/1 (a+1)2" “dx a>1
This converges if —(k—a) = —-k+a>1,ie if k <a—1, to:

a—1

Xby=—
(X5 l—a+k

1.2.2 Discrete Random Variables

A discrete random variable X can only assume values inside a discrete, count-
able (or denumerable) set E. The probability of X assuming a value w € E is
denoted by:

Given an observable O(X), its possible outcomes are O(X =w)=0,, Yw € E,
and its expected value is given by their average:

(O(X)) = 2. PO,

weFE

Exercise 1.2.4 (Examples of discrete random Variables):}

a. Let X; be a discrete random variable with only two possible values
E; = {0, 1}, with probabilities:

Consider n random variables {X;}i—1, ., that are independently and
identically distributed like X (i.i.d.). Their sum is a new discrete
random variable X that assumes values between 0 and n (included):

X=X+ -+ Xy E,=1{0,1,...,n}

Show that:

14



i. The distribution of X is the binomial distribution:
n n n!
E=P(X =k) = k(1 — p)yn—F. -
p(k) = IP( ) (k>p (L=p)"™% (k) B!

ii. p(k) so defined is properly normalized:

iii. Evaluate (X), (X?2), Var(X).

b. As before, consider a set of n ii.d. discrete random variables

{Xi}i=1,..n, each following the same Poisson distribution:

)\k‘
P(X; =k) = ﬁe_)‘ keN; E =N (1.5)
Consider their sum:
X=X1+-4+X,
Show that:

i. The distribution of the sum X is:

ii. It is properly normalized:
+00
Y PX =k =1
k=0

iii. Evaluate (X), (X?2), Var(X).

Notice that the binomial distribution (1.4)) in the case of rare events p = \/n
with k£ < n becomes:

e oA

N CHIE

Q

which is a Poisson distribution (1.5). This argument can be made more
precise using more sophisticated methods, by introducing a scalar product
in the space of distributions and prove convergence in total variation.

Solution.

15



1. X = k if and only if there are exactly k variables X; = 1, and the
others are 0. This can happen in (Z) distinct ways. As the X; are
independent, the probability of any configuration is just the product
of the probabilities of each state. In the case we are interested on, we
have always exactly k states X; = 1, and n — k with X; = 0, and so the
total probability of each configuration will be p¥(1 — p)»~*. Putting it
all together we arrive to the binomial distribution:

n _
p(k) =P(X = k) = (k)pk(l —p)" "
2. Applying the binomial theorem we have:

iH’(X =k) = En: (Z)p’“(l—p)”_k =(p+[l-p) =1"=1

k=0 k=0

_ AN n! ki o\n—k _
<X>—]§]k]1°(X—k)—k0 (n Ikl (L=p)" "=
B D L

Now we factor out a p and sum and subtract a 1 so that everywhere
we have k — 1:

. S fn—=1Y\ 1 — p)(-D=(k-1)
=y |, )P (=D
And finally we shift the index of summation:
o n-1) g 1)k
=np . < N )p (1—p)"7F =
Applying the binomial theorem leads to the result:
=nplp+ (1L —p)" ' =npl" "t =np

For the second moment we repeat the first few steps:

n! .
Zk2 i F1—p)"F =

) D=(k-1) —

Expanding the multiplication:

nfl _ 1
= np[ S k(") - p) Ry
k=0 k

16



n—1 n—l L
+> PP —p) R =
A

J/

-

1
Let m = n — 1 for simplicity. Note that for the first term we can repeat

the same trick as before
m(m — 1)! k—1 (m—1)—(k—
— ok 1— m—1)—(k—1) _
=np 5 ]{ o — B = )pp (1-p) +np

m — _ 1) — (f—
=nﬁm§:(k—1)ﬁlﬂ—mﬂ D= 4onp =
k=1

And we shift once again the index of summation:

m—1 m—l L
=np’m Y < 2 pF(—p)mDF oy =
k=0

-

1
= np*(n — 1) +np = n*p* + np(1 — p)

Finally we can compute the variance:
Var(X) = (X?) = (X)? = n*p? + np(1 — p) — n°p* = np(1 - p)

Alternatively, we can re-derive the same results by using properties of
the expectation and the variance. In fact X is a sum of X, each with:

(Xi)=0-(1-p)+1-p=p
(XH =02 (1-p)+1%>-p=p
Var(X;) = (X?) — (X;)> =p—p® = p(1 — p)
Then:

1.2.3 Characteristic Functions

The characteristic function of a random variable X is defined as the Fourier

transform of its pdf:

a) = /]Rdxp(x)emx = ("X (1.6)

¢x () can be used to generate moments of X. Note that:

— [fe%4 — = (’iOzl‘)n — = (ia>n ny _
ex(o) = (07 = (3 T0) = 5 HEE
n=0 : n=0 :



= 1+ia<x>—7(x2)+...
where in (a) we used the linearity of the expected value. Then, by differentiating
k times with respect to a and evaluating the derivative at a = 0, all terms
except the k-th vanish - meaning that the result is proportional to (z*).
Explicitly:

(X) = ~ipla)
82
(X2) = (i) 50|
oy = (<) gt (17)

In general, for a given distribution (X*) may or may not exist - as it could
possibly be a non-converging integral. Thanks to formula (1.7 we know that the
k-th moment of a random variable X exists if and only if the k-th a-derivative
of its respective characteristic function px (a) exists.

{Example 1 (Characteristic function of the gaussian):}

Let’s compute the characteristic function for the gaussian pdf. By definition
(1.6), we have:

()_/ dz . ( _(m—m)2>
pmla) = | ——o=explior — = 5

To simplify the integral, we perform a change of variables x = y + m, with
unit jacobian:

. dy _ y? .
om(a) = e /IR Py exp <my — M) =" %pp(a) (1.8)

So we need to compute just @g(a). To do this, we rewrite: e’ = cos(ay) +
isin(ay), so that:

2
wo(a) = e af/z;_w exp <—2322) (cos(ay) + isin(ay) ) =

Note that the sin term is an odd function, integrated over a symmetric
domain, and so it vanishes, leaving only the cos term:

[ dy Y’

= R ovar exp <—M) cos(ay)
To compute this integral, we note that the derivative of () is proportional
to po(a) by a negative constant - meaning that we can reduce this problem
to the solution of a differential equation. Explicitly:

2

4 (oz)-—/ dy ex <_y_> sin(ay) =
da”"Y T T R ovor TP\ 202/ Y 4=
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We wish to have the same integrand as before, meaning that we need to
convert the sin(ay) to a cos(ay). This can be done by integrating by parts.
First, note that we can rewrite y exp(Ay) as a derivative of itself, adjusting
the prefactor:

= 02/ dy {2 exp (—y—2>] sin(ay) =
R o+/27 LOy 202

And finally we integrate by parts:

d 9 9 2 +o00

2
0

d 2
= —aaQ/]R - y27r exp <—2322) cos(ay) = —0402@0(@)

So we have transformed the integral in a first-order ordinary differential
equation:

4

(@) = —acs(a) = pola) = Cexp (_a2202>

To compute the integration constant we note that:

400 i) (™
900(0‘:0):<1>+Zw =) =1
nel n. a=0
and so C' = 1, leading to:
o’o?
po(ar) = exp (— 5 ) (1.9)

Then, substituting ((1.9)) in (1.8]) we arrive at the final result:

_ a?o?
om(a) = exp (zam - >

Thanks to (1.7) we can use ¢, (o) to compute the gaussian moments:

0
(X) = ~in- (@) =m
ol [+ (sam )
x _ ([ Y — _: 2 2 _ —
(X)—< e om(a) - i (m +iac®) exp | iam 5 -
— m? 1 g2

And finally the variance:

Var(X) = (X?) — (X)? = o2
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Exercise 1.2.5 (Characteristic functions):}

a. Calculate the characteristic function of the uniform distribution (|1.3a))
and of the exponential distribution (|1.3b]), and re-obtain the results of
exercise [L2]

b. Do the same for the binomial distribution and the Poisson distri-
bution (L.5), replicating the results of ex. [1.2.4] In the discrete case
the definition of the characteristic function involves a sum instead of
the integral:

90(04) — Z ]Pweiwoz
weklk

c. Verify the following useful formulas:

—z'&aa In (o) = (X) (1.10a)

(—i£)2ln ()

a=0

= Var(X) (1.10Db)

a=0

1.2.4 Generating functions

As we saw in (|1.7]) the characteristic function ¢ x(«) can be manipulated by
differentiation to obtain information about X. There are several other functions
that share this same mechanism, and that are so-called generating functions.

One such example is given by the probability generating function for a
discrete non-negative random variable X with £ = IN, which is defined as the
following;:

G(z) = i HFP(X =k) (1.11)
k=0

Differentiating GG(z) and evaluating at z = 1 produces the factorial moments of
X, i.e. the expected values of X!/(X —1)!:

+oo 0
(X) =Y kP(X =k) = 5,00 _
k=0 B
82
(X(X-1)) = 55G(2)]
[
(X(X 1) (X =1+1) = 55G(2)|

We can produce the standard moments by applying a more complex operator

to G(2):
(2

20
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Example 2 (Poisson generating function):J

Consider the Poisson distribution:

M

Its probability generating function is given by (1.11)):
+o0
=> HFP(X =k) = eMe—1)

Note that:

by normalization. Then, by differentiation:

x) =266 =2
2
(XX 1) = 2G| =N = (X))~ (x)

And so (X?) = )2 + ), leading to:

Var(X) = (X2 — (X)2= A2+ 1= XA2 =)\

1.2.5 Change of variables

Often we know a functional relation between two random variables Y = f(X),
and we wish to compute the distribution of ¥ ~ p, given that of X ~ p,.

To do this, note that the expected value of any generic observable O(Y") can be
computed in two ways: by using the distribution p, and the correspondence
X — f(X), or directly with the distribution py:

() = [ dwO(f(@)pa(x) (1.12a)
(O) = [ dyOwp,v) (1.12b)
The trick is now to introduce a § in :

) = J e OU@Npa(o) [ dyoly () =

s

v~

1

:/ dy/ dz pe(2)O(f(x))8(y — f(x)) =

_/ dy O(y /dxpx (y— f(= Y)py(y)

m/ VP

As the equivalence holds for any arbitrary function O(y), the two integrands
must be the same, meaning that:

Change of random
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pv) = [ depa(@)dly = F@) = 0@ FX)xmpe  (113)

Note that in the last expression the average is computed over the random
variable X, whereas y is just a generic real number.

In the special case where the equation y = f(x) is invertible, meaning that it
has only one solution x(y) = f~1(y) for any value of y, we can obtain a simpler
formula for the change of variables. We start by expanding f(x) in Taylor’s

series around z(y) in the rhs of (1.13):
0y — f(z)) = dly — [f(z(y) + (@ —2@) ['(z(y) +...]| =
= otz — 2l el = 2

Leading to the formula:

. px(ﬁ(y))
Po) = {fitaty)]

The same formula can be obtained by graphical reasoning, as shown in fig. [I.1]
The idea is that if y € [y, y 4+ dy] with probability p,(y) dy, then - as y = f(z)
is invertible -  must be in [z, z + dz] with the same probability p, dz, and with
r = xz(y). So:

(1.14)

dx -1

dy

dy

dx

_ pa(a(y))

[ ()]

where the absolute value is needed because probabilities must be positivelﬂ

= pa(2(y))

py(y) dy = pa(x) do = py(y) = pa(2)

Y Py (Y)

dy

i Z dx T dy y
L same area
po(x) do = py(y)dy J

Figure (1.1) - If y = f(z) is invertible on its range, then it is either strictly increasing or
decreasing. This means that the preimage f~!(I) of an interval I = [y,y + dy] is again an
interval J = [z, x + dz]. Clearly, the probability of y being in I (which is the area in the
central graph) must be the same of the probability of = being in J (the area in the graph to
the right). By equating these two areas, we can derive formula ..

1.2.6 Generating probability distributions

Changes of random variables can be used to simplify the problem of sampling
from a certain pdf. For example, suppose we are able to efficiently generate

ormally, one should start by noting that if y = f(z) is invertible, then it is either
monotonically increasing or decreasing. The same reasoning can be applied to both cases, up
to a sign difference. So, we can “unify” the two formulas by adding the absolute value.
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random numbers that are uniformly distributed between 0 and 1, and that we
denote with Y ~ U([0, 1]), with:

1 yel0,1]

py(y) = =T (1.15)

0 otherwise

We would like to determine a transformation f(z) such that X has an exponential
distribution:

pz(x) = ae”6(x) a>0 (1.16)
Using formula (|1.14]) we impose:
dy o |dy| o
dr py(y) A = p2(z) = ae

Then the desired transformation f(z) = y(x) can be obtained by integrating
and inverting:

1
ylx)=e " = =——Iny
a

Since y € [0, 1], we have that = > 0. Thus, if we generate y; uniformly in [0, 1],
and then apply:

1
r; = ——Iny;
a

the resulting x; are distributed according to ([1.16]).

{Exercise 1.2.6 (Inverse transform method):}

If Y ~U([0,1]), find the transformation f such that:
a. py(z) = x_QII[LOO) (x)
b. pu(x) = [Bla’ M}y o0y (), with 5 < 0

c. pz(x) = 5xﬁ_1]l(071] (x), with 8 >0

1 1
d. pz(x) = - (Cauchy’s distribution), with Y ~
U([=m/2,7/2]).

1.2.7 (Gaussian Integrals

In Statistical Mechanics, many integrals involve gaussian functions.
These can be computed analytically in some quite general cases, as we now
show, starting from the simplest case:

I(b)=/ dg e=a%"+br — \/?ex <b2) acRT, beC (1.17)
/R — VTP g ’ '

a
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Proof. When b € R, we can just complete the square in the exponential
argument:

2 2
—aa:2+bx:—a(x—b> —l—bf
2a 4a

So that the integral becomes:

1(b) :/Rdxexp [—a(w—;a)2—l—22]

—_———

y2

We then eztract the constant term from the integral, and change variables:

1= (o) v

So that I(b) reduces to computing the integral of a standard gaussian:
0= e (3) fove = oo (5)
= —— X —_— e = — eX -
Va P\4a) R a P \4q
—_———
NG

In the case of b = i (pure imaginary) we have:

I(icr) = po(a)

where (g is the characteristic function for the gaussian (with a = 1/(20?) =
o= (2a)_1/ 2) already computed in example |1 at pag. which confirms the

result (1.17]).

{Exercise 1.2.7 (General case):}

Prove formula (1.17)) in the most general case, where b = 5 + ia.

Hint: translate the integration path in the complex plane, close it with the
real line and apply the Cauchy Integral theorem.

It is useful to generalize ((1.17) to the multidimensional case.
Let € R% and A a d x d symmetric and positive definite matrix, i.e. such
that:

d
il’,‘TAZL' = Z :L‘Z'Aijl’j >0 Va 75 0 (1.18)
i,j=1

The multi-dimensional Gaussian integral is defined as:
I(A) E/ ddg e~ A®
R4

To solve it, the idea is to decouple all the n components, so that the integral
becomes the product of n gaussian integrals of the type (1.17]).

This is done by using the spectral decomposition of A. As it is symmetric, it
has d eigenvectors v.q = (Via, ..., V4a)’ of eigenvalue A, (with a = 1,...,d)
that form an orthonormal basis of R¢ (spectral theorem):

’Ug’vg = (50[/3
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If we then use the definition of eigenvector:
Avy = A\ Vg,
we arrive to:
V5 AV = Aabag (1.19)

Let V be the matrix with the orthonormal eigenvectors of A as columns:
V' = (vap)a,p=i,..d- Then (1.19) can be put in matrix form:

VIAV = A = A=VAVT (1.20)

where A = diag({A\a}a=1,..d) = (dapAa)ap=1,..d, and in (a) we used the fact
that V' is an orthogonal matrix (as its columns are orthogonal to each other),
and so V™1 = VT, Equation (1.20)) gives the spectral decomposition of A.

Substituting in the integral we get:
T
= / dige ™ A — / dz exp(—a:TVAVTaz>
R4 R4

Then we change variables y = VT < = = Vy. The determinant of the
jacobian is unitary, because V is orthogonal. In fact, starting from VIV =1,
we have:

1 =detlI = det(VIV) = (det VT)(det V) = (det V)(det V) = (det V)?

(a)
= |detV]| =1
(1.21)

where in (a) we applied Binet’s formula, and in (b) det V7 = det V.

So we arrive to:

I(A) = 44 —yT/\y_ﬁ/d —y;i/\a_ﬁ /T
(A) = Rd ye —a:1 R Yo € @a:1 )\7&

where in (a) we use (|1.17)), as all components are now decoupled. To use ([1.17))
we need all A, to be positive - which is indeed true, because the matrix A is
positive definite:

OfvTAva—)\av Va = Aa|val? © Ao >0

Finally, note that:

d
det(A :dtVAVT det(A = detA = A
et(d) =, de = det{V ] det(A)det(V] = de }1 o

And so we can rewrite:

d
[(A) = [ dlpe = 42 = ] ,/Ai = 72 (det A)~1/2 (1.22)
a=1 «

R4
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{Exercise 1.2.8 (Generalization):J

Prove that:

I(Ab) = /le ddg e~ Antb'e _ 72 (det A)Y? exp (lebTA_lb> (1.23)

where A is a symmetric, positive definite d x d real matrix, and b € C.

1.2.8 Saddle Point approximation

Let f(x) be a function with a single minimum at @¢ and such that:
Ij= [ M@ dlz  pCR (1.24)

Suppose that xqg is not on the boundary of D, meaning that there exists some
r > 0 so that the sphere centred on xg of radius r is entirely inside D:

Ir>0st. {x e R |z —xo| <r} C D

We want to show that:

2\ 42 1
If = / e NI@) qdgp = ¢~ N/(@o) (”) [det(Dads f (20))] /2 {Ho <>} N>1
D N N
(1.25)
where 0,03 f(x0) is the Hessian of f(x) evaluated at & = xq.
In other words, Iy for a large enough N, is equal (up to the gaussian pre-factor)

to the maximum of the integrand e~N/(*) which is obtained evaluating at the
minimum of the function xg.

To prove (|1.25) we start by Taylor expanding f(x) around its minimum xg:

d d
f(x) = f(xo) + 2:1[% — (0)a0af (o) + ; %: [Ta — (x0)a)[2g — (0)5]0a05 f (x0)+
o= a,f=1
d
+ 31| 52: [z — (T0)a] [xﬁ - (mO)ﬁHl’fy — (mo)y]aaagayf(mo) + ...
T a,By=1

Since xg is a stationary point for f, all first derivatives vanish: d, f (o) = 0.
Substituting in the integral we get:

d

Iy = /D A% exp (— N[f(azo) + ; %;1[% = (®0)al[rp — (20)p]0adp [ (w0)+

d
+ 31, > [ma — (®o)al[zs — (T0)s][2y — (20)4]0a050 f (x0) + .. })

Ta,fBy=1

Note that f(xo) is constant and can be brought outside the integral. The
second term can be recognized as a multi-dimensional gaussian integral. In fact,
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the Hessian 0,03 f(x0) is surely symmetric (Schwartz theorem) and positive
definite (2 is a minimum). This suggests the following change of variable:

ox

y =V N(x — x0):; da;ay-_A”WQ (1.26)

leading to:
exp(—N f(xg)) 1
Iy = ( Nd/J; / dy exp (—yTAy)

exp( 3'\1/_ Z Yoy 3Y~Ou c%(%f(mo)—{—O( ))

a, 7’7_

where the matrix A is the Hessian: A,s = 0,05f (o), and D’ is the new
integration domain. Finally, we expand the second exponential to first order
(e #=1—2z+4---):

exp(—Nf(x 1
Iy = ( Nd/J; 0) / d%y exp ( yTAy) (1.27)
oLy a5, f (o) + 0 1)
VN W YaYpYry 000y 0 N

Note that the yellow term is even in y, while the blue one is odd. So, when
integrating, the third derivatives vanish, and only the even terms remain:

exp(—N f(xg)) 1 1
1y = SPG f tve (< 0 aw) (10 () =

All that’s left is to compute the Gaussian integral:

—  ,—Nf(zo) <27T>d/2 (d tA)’1/2 (1 28)
([T29) ¢ N ¢ '

Note that we are implicitly assuming that D’ is symmetric about xg (for the
symmetry argument), and also that D’ = R? (for the gaussian integral). This
is indeed true in the limit N — oo. In fact, we required that the original
domain D contains a (small) spherical neighbourhood of xg. Then, the change
of variables “stretches” D, such that the size of the resulting D’ scales
with N. It can be shown that approximating D’ with the entire R? leads to
an error that vanishes exponentially, and which is < O(1/N). This is explored

explicitly in the d = 1 in ex. [1.2.10

To summarize, the saddle point approximation essentially states that an integral
of the form Iy can be approximated, provided that N is large, with the value
of the integrand calculated at its maximum (up to a multiplicative factor).
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Exercise 1.2.9 (Gamma function):}

The T function is defined as:

Show that:

a. ['(n4+1) =nI(n). Since I'(1) = 1, we have that I'(n + 1) = n! when
n € IN, meaning that the I' function is a generalization of the factorial
to the real case.

b. T'(n+1) = V2mnexp(nlnn—n)(1 4+ O(1/n)). This leads to Stir-

ling’s approximation:

1 1
Inn! =~ nlnn—n+ln(27rn)+0(>
n>1 2 n

{Exercise 1.2.10 (Motivation of the saddle-point result):]

Consider a one-dimensional example of the saddle-point approximation ,
with f(x) = 2% and D = [—r,7] (a small neighbourhood of x = 0 with radius
r > 0). Show that the error in computing I; over F' = R rather than D
decreases exponentially as N — oo:

400 2 +r 2 2 2
O</ e Ve d:r—/ e N Ay « TN

. - JN

In particular, this means that if we had kept track of that error in the d
dimensional case ((1.28) we would have had extra terms of order less than
N—d/2e=1*N , which is < O(1/N) - and so are irrelevant in the final result.

{Exercise 1.2.11 (Saddle-point of a monotone increasing function):}

Let f(x) in (1.24) be a monotone increasing function f: R — R. Show that:
b —Nf(a) 1
a5 0(3)
/a ‘ TE N T\

1.2.9 Gaussian averages

The multi-dimensional gaussian distribution is given by:

€ 1/2 iBT €L
pa(x) %em(— QA) (1.29)

The result we obtained in ((1.22)) confirms that (1.29) is properly normalized.
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Then, by using ([1.23) we can derive its characteristic function:

: : 1
ola) = ('*?) = i A pe ()’ = exp (—2aTA_1a>

Then the first moment of the k-th component of (1.29) is:

0
_ d — _
(Xe) = [ Aenipe(@) = —ig—ple)| =
N L or -1
:iélAk].ajexp<—2a A™ a) a:0:0 k=1,2,....d
J:

And the second moment of the k,[ components is:

.0 >< ) ) ( 1 _ >
d . N - T 1
(X X)) = /]Rdd rrrrpe(T) = ( z—aal z—aak exp { 5o AT | =

1 d
= exp <—2aTA1a> A= S ALl A Taman)

m,n=1

a=0 -

_ 4211
- Ak:l

1.2.10 Central Limit Theorem

One of the most important results in statistics is the Central Limit Theorem,
which states that the sum S, = Y1 X; of n i.i.d. random variables X; ~ p(x)
with (X;) = p and finite variance:
0% = (X?) — (X))? < o0

converges in distribution to a random variable with gaussian distribution.
More precisely, we consider a shifted and rescaled version of Sy,:
Sp—np

o\vn

such that (Z,) = 0 and Var(Z,) = 1. Then the CDF of Z, is that of a standard
gaussian, in the limit of large n:

Zn

a dx x2
P(Z, < a) —= T exp <—2>

Equivalentlyiz_f],this means that the pdf of Z,, is a standard gaussian N(0,1) (with
0 mean and unit variance):

22
pu(2) = (6(Zn — 2)) ——> —— exp (—) — A(0,1)

Proof. We start from the change of random variable formula:

pn(z) = <5(Zn - 2)>

he CDF for a random variable always exists. If it is differentiable, then we can
compute the pdf - so the CLT theorem is actually more general in its CDF form. However,
we will always work in the “nice cases” where the pdfs exist.
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and we use the Fourier representation of the Dirac’s delta:

da
6 ’LOéCII’
(@)= . 5-¢
leading to:
da _ da -
pulz) = ([ Soe@) = [ ooz (o) (1:30)

As the X; are all i.i.d., we can factorize the average:

5 = (-2 o (25)) = () o (25

and we recognize the characteristic function p(«) of the X;. Thus:

| WES) S

Then we rewrite the characteristic function by expanding the exponential:

: a’z?
:/]Rdxp(x)emx:/Rdxp(x) <1+iax—2+...> =

2
=1+ iap— %(02 + %)+ 0(a?)

where we used (X?) = o2 + p2.
Note that we are implicitly assuming that the cubic moment of p exists - but in
a more careful proof this would not be necessary.

To proceed, we need to rewrite ¢(«) as an exponential:

pla) = el

and we use the logarithm expansion In(1+2) = z —2?/2+23/3+ ... to
compute:

2

Inp(a) = iap — %02 + 0(a?)

Substituting back in (1.31])) we arrive to:

o -on 5 10 (1)

And finally we can go back to (1.30]), and compute the resulting gaussian integral
in the large n limit:

da , o? 1 1 22
pn(Z) = /]R g exXp | —1az — ? + E m \/% exp —5 O

This concludes the proof.
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Note that:

S, = Z X; —— p = (X;) almost surely

n—oo

That is, the sample average of a large number of samples will be very close to
the population average p with a high probability. This convergence is, in a
sense, the “probabilistic equivalent” of the usual convergence in R.

However, Z,, converges in distribution (or weakly) to a random variable X with
gaussian distribution.

1.3 Statistical Ensembles

The goal of equilibrium statistical mechanics is to connect the macroscopic
behaviour of a system to the dynamics of its microscopical constituents. This
allows to rederive the results of thermodynamics from a very different approach:
instead of focusing directly on the observables, we try to deeply understand the
nature of the system at hand.

We start our analysis from the case of a completely isolated system of N
particles, encased in a volume V', which does not exchange particles nor energy
with the outside world [1, Chapter 3.

Denote with r; and v;, with ¢ = 1,..., N, the positions and velocities of the
system’s particles, and with m; their mass. We can organize all the positions
and momenta in two 3N-dimensional vectors:

_ 3N
Q: <$1>y1’zlax27?/272’2’ "'7xnaynazn) € R
—— N — ——
T1 r2 TN
P= R3N
= \ P1z,P1y, P1z, P2z, P2y, P2z, y PNxzy PNy, PNz €
N TV 7N\ VvV 4 Vv
pPi=miv1 DP2=m2v2 PN=MNUN

Let F'; be the force acting on the i-th particle. In the classical case, the system’s
dynamics is entirely determined by Newton’s laws of motion, which - for the
i-th particle - state:

. dry  p;
T T m

ap i (1.32)
D; = dtl = F;(Q)

For a macroscopic system, N is in the order of 10%® (Avogadro’s number),
meaning that:

1. It is not feasible to solve so many equations at the same time.

2. Even if we were able to solve 1, there would be no way to measure the
required 6N initial conditions with a sufficient accuracy, nor to store such
amount of information.
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3. Even if 1 and 2 could be solved, the system’s dynamics would likely prove
to be chaotic, meaning that even for a simple choice of interaction, the
trajectories would be extremely sensitive to initial conditions. In practice
this would severely limit the timescale at which the model is accurate.

Furthermore, merely solving the dynamics with numerical methods does not
produce any understanding of the system’s behaviour - and so this huge
computational task would give very little insight in the phenomena of interest.
In fact, we are more interested in global observables, such as pressure or tem-
perature, and not in the exact impact positions of molecules on a container’s
wall.

So, instead of tackling the system in directly, in Statistical Mechanics we
take a different approach. Consider the system’s phase space, which is the space
of coordinates I' = (Q,P) € R%". Equations describe a trajectory in
phase-space. Given the chaotic dynamics of the particles, we suppose that, at
equilibrium, the system can reach any state in the phase-space (compatibly
with energy conservation), independently of the starting condition.

Moreover, we assume that all possible states (the ones with same energy) have
the same probability of happening. We denote this postulate with H.

All these states are “possible versions” of the same system. In principle, at
any given time the system is at a given point (Qq,Pg), and follows a uniquely
determined trajectory in phase-space. However, from the macroscopic point of
view, all of these states are completely undistinguishable. So, with our imperfect
knowledge, we can best describe the system only with a probability distribution,
and talk about expected values of observables given that pdf. We call this
distribution, made of “copies” of the system with very different microscopical
dynamics but same macroscopic observables, a statistical ensemble. The H
postulate tells us that this pdf should be uniform - meaning that every state
in the ensemble is treated equally. We call this specific pdf microcanonical
ensemble.

So, let’s find an expression for that probability distribution. We start by allowing
the system to have an energy in an interval (£,€ + 0F), and we will then take
the limit o€ | 0.

This follows closely what can be done experimentally. In practice, we may not
know the ezact value of £ - every measurement will have a certain uncertainty.
So, to us, systems with very similar energies will look the same - meaning that
we need to account for that uncertainty in the statistical ensemble that we are
constructingﬂ In principle, by repeating measurements for an infinite time, we
could restrict the possible energy interval to a single value &’

So, if the energy is in (£, + 0E), the possible states (Q,P) in phase-space are
contained in a thin energy shell in that high-dimensional space, comprised
between the hypersurfaces at fixed £ and £ 4+ 0€. Then H states that we can
describe an isolate system with a uniform distribution over such energy shell.

JARecall that we introduced a probability distribution at first because of our imperfect
knowledge of the microscopical states
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P e RN

Figure (1.2) — Energy shell between £ and £ 4 6 in the microcanonical ensamble.

The energy associated with a certain microstate is given by the Hamiltonian

function:
N
HQ.P) =Y Pl Q) (1.33)
i—1 2mi
where U(Q) is the potential energy associated with the (conservative) forces
F;:
ou ou oUu\"
F; =-V U:<_ 7_7_>
l(Q) " &L‘Z Gyz 8ZZ
We can rewrite Newton’s equations ((1.32) by using the Hamiltonian as follows:
. 0H(Q,P .
QQ:(7> do € {zisyi,zini=1,...,N}
Ipa
0H(Q,P ‘
pa:_éqa) paG{pxiypybpzi:l:la---aN}

So the energy shell D between £ and £ 4 € can be written as:
D={(QP):£<HQ,P) <&+ cRY

Then, as consequence of H, we construct a uniform distribution over D:

PQP) = _[0(E + 66~ HQP) 0~ HQP)] = (134
_ )z HelE £+
0 otherwise

where Z is just the normalization constant:

Z = BNgd®*Np [0(E + 66 —H) —0(E — H)) (1.35)
w_/

R6N
dr

where H = H(Q,P) for brevity.
We then expand the difference of 6 functions to first order:

9@+ﬁ5—Hyw@>Jﬂ:5Q%ﬂs—ﬂym%a5—ﬁ) (1.36)
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where we used the distributional derivative for the Heaviside function, which is
the Dirac delta ¢.
We neglect all higher orders in €, as, as we will then send 0 — 0.

Substituting (1.36)) in (1.35)) we get:
zZ= /]RGN AT 5(E — H)OE = Q(E)OE (1.37)
where we defined:

Q&) = /RGN dr6(& — H(Q,P)) (1.38)

We now substitute (1.36]) and (1.37) in (1.34)), leading to:

(1.39)

Then, we can compute the (microcanonical) average for any given observable
O(Q,P) as follows:

1

50 O Jron ALOE — H(Q,P)O(Q, )

(1.40)

©0) = [, dTPQ P)OQ.P)

1.3.1 Ideal gas

Now that we have obtained the microcanonical distribution, we can use it to
compute thermodynamic quantities, such as energy, temperature, pressure.

To make explicit calculations we need to fix the specifics of the system we are
working with, and in particular its Hamiltonian (|1.33)).

So, we start by considering the simplest possible case, where there are no
interactions between the N particles, meaning that:

Uint(Q) =0 (1.41)
Thus the Hamiltonian involves only translational kinetic energies:

2
_ ey
2m

i p) = Il = H(P) (1.42)
’ i=1 2m B '

This is the key hypothesis of the (monoatomicﬂ) ideal gas model, which
approximates the behaviour of real gases at sufficiently high temperature and
low pressure.

However, some amount of interaction needs to be present if we want the gas to
reach equilibrium. Otherwise, the ||p;|| of each particle i would be conserved,
meaning that the velocity distribution would remain always that of the initial
state. So, more precisely, we consider:

07#U(Q) < €]

f we consider molecules we need also to account the rotational kinetic energies.
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In this way we can study equilibrium and still neglect Uiy in our calculations,
as the kinetic energy always prevails.

Note that H in depends only on IP, and so also the probability density of
configurations, which can be obtained by marginalizing the joint pdf P(Q, IP)
over [P, must be independent of Q - and so it must be uniform over the “allowed”
domain Vy:

2
P@Q) = /ms ENPP(Q.P) Q/ d”m(s-”ﬂ) = fllllvN(Q)

(1.43)

Here Vi is the subset of Q containing the possible configurations, which are
constrained to have a fixed volume:

VN:{QN G]R3NI (xi,yi,zi) EV,iZl,...,N}

And A is the normalization factor, given by:

N N
A= [ @VQ= [ [dedydz=]] [ deaydz=v  (1.49)
VN VN i L JV
i=1 1=1
——

Substituting in (|1.43) we arrive to:

1 1 e VVi
ol (@) = v e

0 otherwise

P(Q) = (1.45)

In the definition of () (1.38)) we can then integrate over the Q, which just leads
to a factor of V¥, leading to:

_ g HIPH _
Q(g,V,N)_/]WNdra(g—m / RgNd]PcS -

V 01(E,N)
=VV4(E,N) (1.46)

Fixed volume constraint. The constraint on the volume V is part of the
specification of the system. In fact, more precisely, it appears as part of the
potential term U(Q) in H, describing the interaction between the gas particles
and the walls.

Explicitly, we can write U(Q) as a sum of two terms:

U(Q) - 1nt + Z

Here Uint(Q) describes the particle-particle interactions, and is such that 0 #
|Uint(Q)| < € as we have seen above. The second term, on the other hand,
represents the particle-wall interactions. In particular, u(r) is a confining
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potential:

u(r) = 0 reV

4o rgV

So, all configurations with at least a particle ¢ V' are assigned a infinite energy
H, meaning that:

]132 ]132 N
0(&E—H(Q,IP :5(5——U ) ~ 0lE——— )] =0 V&
(€ - H(Q,P)) V@) |~ ( 2m izlu(rn)
as & is always finite. It follows that the integrand of (1.43]) is null outside Vi,

and constant (as it does not depend on Q) on the inside, leading back to:
1 P2 X 1
Q=g Joand 5(5 o Ziuwa) n v (Q)

Probability distribution of the number of particles in half the volume

Consider the volume V' as divided in two halves, V;, and V. To simplify
notation, we double the number of particles in the entire system, meaning that
now V' contains 2N particles. We expect that, at any given instant, V7, and Vg
will contain roughly N particles - half of the total number - up to some slight
fluctuation.

We can quantify this argument by using the microcanonical ensemble.
Consider the probability P, that, at a given instant at equilibrium, N +m
particles are found in Vg, with m > 0. According to (L.47]), the probability of
any configuration Qg is the same. This means that configurations are distributed
uniformly in Vo, and - as all particles are independent - that each particle is
uniformly distributed in V. So, for any given i, r; € Vi with probability 1/2,
because Vi = V/2 by definition.

Then P,, can be seen as the probability of tossing 2N coins and obtaining
exactly N + m heads, which is given by a binomial distribution:

2N <1>N“”< 1>N*m ON \ . oy
P = - 1—= = 2 ~N<m<N
" (N—l—m) 2 2 N+m =M=

(1.47)

When both N +m are > 1 we can use the Stirling’s approximation:

1 1
Inn! =nlnn—n-+ 3 In(2mn) + O () (1.48)

n

to evaluate In P,,:

2N
InP, =1 272N —
Bm = ON N —m)I(N +m)!

= -2NIn2+mIm@2N)! —=In(N +m)! = In(N —m)! =
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1
N2+ 2NN 2N o In(aN)+
2N 2+2N In N

—(N+m)In(N +m) + N —mr— ; In(2mw(N +m))+

(N ) (N ) + N s n(2r(N = m)) +0 () =

1 1 1
=2NInN + 5 In(47N) — B In(27[N +m]) — 5 In(27[N —m))

1
—(N+m)In(N+m) — (N —m)In(N —m)+ O (N)
We then split the two highlighted terms, and group all terms with 7:
_ ;m(zmv) n(27) + 2N 1o N — ;m(z\f +m) — ; In(N — m)+

—(N+m)1n(N+m)—(N—m)ln(N—m)jLO(;) —

As both N+m > 1, m/N < 1, and so we can expand the logarithms:
In(N +m) :ln(N (1—|—%)> :1DN+1n(1+%> =

m2

m 1
— N4+
nN Aty 2N2+O<N2>

m  m? 1
ln(N—m)zlnN—N 2]\72+O<N2)

In particular we substitute the second order expansion in the N In(---) terms,

and the first order expansion everywhere else, so that at the end all the error
terms will be O(1/N):

Pm—;ln(zhrN) In(27) + 2N N —In N ZZ/ ZZ/JFO( >

—NIn(N+m)—NIn(N —m) —mIn(N +m) + mIn(N —m) =

= ;ln(élﬂN) —In(27) + 2NN —In N +

v
—m _N>+O<N>:

AN 2 2
= 1n< 47TN> +m— oM +O<]1[> =

2r N N N

1 m? 1
= —iln(ﬁN) -N +0 <N>

We can finally write:

1 m2 N
P, =t = (—) = 0,1/ = 1.49
e o T Py N0, 5 (1.49)

Let Np be the random variable representing the number of particles in V. We
expect Np &~ N most of the time (here N is a number, not a r.v.). We then
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define M = N — N as the difference from the expected state, and note that M
is a discrete random variable following the distribution given by P,,. So:

(My=0;  Var(M) =~ (1.50)

Numbers and random variables. Sometimes we will denote a random
variable (e.g. M) with the same symbol used for the values it assumes (m), and
then write:

(m) = 0; Var(m) = (1.51)

N
2
This isn’t rigorous mathematically, as M and m are very different objects: the
former is a random variable, i.e. a measurable function from the sample space
() to a measurable space F, while the latter is just a number. However, most
of the times the correct meaning can be inferred from the context, and writing
frees us from defining another object (M) and reduces the cluttering in
the notation. In general, whenever an expected value or variance is used, we
are talking about random variables, and not numbers.

We know from probability theory that, most of the time, we will find M as
being close to its mean. Quantitatively, the probability of M being inside a
region [—30, +30], with o = /N/2 is given by:

30 m? dm 3 22\ dz
P(M € |—30,4+3 = / <—> = <—> —— ~0.997
(Mel=3e.430)) = | exp(=33) 575 = L\ "2) 7&

This means that, at any given time at equilibrium, with probability p = 99.7%,
the number of particles contained in Vg is inside [N — 30, N + 30], i.e.:

/N | N

Dividing by the total number of particles 2/N we can find the fraction of particles
in the right half:

m . [1 AN 31}
2N " 12 2y2VN'2 2V2VN
For N ~ 10?3, this fraction differs from 1/2 less than 3.35 x 107!2. So, in

general, the two halves will contain almost the same number of particles, and
significant deviations are so rare that they just never happen[].

This also means that the approximation m/N < 1 that we did to derive
is, effectively, always verified. In other words, even if m € Z in but is
“capped” to |m| < N in (1.47), the results are the same - because all values of
m that are a significant fraction of NV result in a negligible P,,. Mathematically,

(1.49) is not the same of (1.47) due to approximations, but physically they are.

uantitatively7 the probability that they happen even once during the entire age of the
universe is negligible.
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[Exercise 1.3.1:}

1. Using Stirling’s approximation, prove that ((1.47) becomes the gaussian
(T49) if N £m > 1.

(Already done in the notes)

2. Use the Central Limit Theorem to re-derive ([1.49).

Hint: Introduce a random variable X; which is —1 if the i-th particle is
on the left volume and +1 if it is in the right volume. X; are i.i.d. with
P(X; = +1) =1/2 and M = %ZZNZI X; is the number of particles
exceeding N in Vp.

Velocity distribution

Velocity is related to momentum by p; = mwv;, and we can find the momentum
distribution p,(p) of a single particle from the joint pdf in (1.39)), with a change
of random variables:

pulp) = (*(pi=p) = [ AT (p;— PIPQP) =
We now factorize the integration over configurations Q and that over momenta
IP, apply the volume constraint to the former and arrive to:

S - NP 53 (p, _ I
5 ) o 1 o PP -5 (6= ) 10
——

VN

Since all particles have the same mass and d3VIP = Hf\il d3p;, there is no way
to distinguish them, meaning that all p; distribute the same. So, whatever i we
choose in (|1.52)) we will get the same result at the end. For simplicity, let’s fix
1= N:

1 P|?
pop) = 5V /]Rw d&*NP 6 (py — p) 0 <5 - HH)

2m

Then we split the integration in two parts: one over the first N — 1 particles,
and the other over the last one:

1 3(N—-1) // 3 3 ||1P||2
=q"" Jesvn @ P s PN O (PN —P) 0| €~ -
where:
P = (plxaPZmaplzw P2z, D2y, D22y - -+ pN—l,xypN—l,yapN—l,z) € Rg(N_l)
We do the same for the norm of IP:
2 /|2 2
P? = [P + [l | (1.53)
leading to:
vy 3(N—-1)1p/ 3 3 ||PNH2 ||]P'||2
PP) =" Jesovon P /]R:sd e L
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Finally we can integrate over pp and eliminate the §3:

_vN SN —1)r lpl> PP
_ﬁ 1R3(N71)d Polé— 2m_ 2m o

1 (E—p2/(2m),N-1)
12

|

VY04 (E,N) om Q1 (€,

(1.54)

The result in ([1.54]) shows that the distribution of momenta p,(p) for a particle
depends only on ||p||? - the modulus, not the direction of the argument -
meaning that it is rotation invariant. In other words, p,(p) is a isotropic
distribution: it “looks the same” in every direction.

To proceed we need to explicitly compute (). This problem will be tackled
in full detail later on, and for now we limit ourselves to just extracting the
dependence of ()1 on energy £. So we start from the definition in (|1.46)):

P 2
O1(E,N) = /]R dVPs (5 - ““)

2m

The idea is to change variables so that we can factor £ inside the d. So we
extract a factor v2mé& from IP:

d3N1P AN
So that:

(€, N) = eme)F [ a*VXS(EL - IX]*)
We can then extract a constant factor from the § as follows:

d(ax) = icS(x) Va € R

al
leading to:
(e, N) = em&) Flgl™ [ VXS0 — X)) =

N

-~

Ql(N)
3N

= &% 1 (2m) T (V) (1.55)

where we dropped the modulus because € > 0 since IP?/(2m) > 0.
In this way we have extracted the dependence on £ from (€, N). The
computation of the remaining integral () (V) will be tackled at another time.

Substituting (1.55) in (1.54) leads to:
3(N—1

2 L1
pp(P) = (5 - HPH2> gt D) o) =

2m O1(N)

T T e v 1)
_(1_M> (5—2m> (2m) 3/2W (1.56)
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We now take the thermodynamic limit N — oco. We expect £ to be pro-
portional to N - as more particles means more kinetic energy. So, to get a
meaningful limit, we need to fix the energy per particle e:

€= ]ff constant VN (1.57)

Substituting (1.57) in (1.56) we get:

2\ -1 o\ —3/2 B
pp(p) = (1 - 2H75£|\76> <N€ - H;;l) (Zm)_3/202§i\(fN>1) (1.58)

The first term of (1.58)) becomes an exponential in the N — oo limit, as
consequence of the following theorem:

Theorem 1.3.1. Let f(x) and g(z) be two functions such that limy_,, f(x) = oo
and limg_,, g(z) = 0, with limy_,, f(x)g(x) = X and |\ < oo, with a € R or
a = £oo. Then:

lim (1 -+ g(a))/ ) =

In fact:
F(N)
~ =
3N _q
2
2
el
2mNe
——
g(N)

and g(N) — 0, f(IN) — oo, with:

2 2 2
lim g(N)F(N) = Jim P (3 ) oy 2P P
N—00 N—oo 2mNe \ 2 N—oo  2€ 2m 2mNe

2
_ 3p|
2¢ 2m

3N
PN (3 el
2mNe N—o0 2e 2m

In the second term of ([1.58) we ignore the part not scaling with N, and so:

—3/2
ve Il (N
2m N—oo

Putting everything together we arrive to:

2 —
pp(P) = exp (-i”g:i) fV?’/QQ;)(i\(IN)l)@me)?’/Q (1.59)

Constant C'

and so:

J/
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We can compute the constant term C' by enforcing normalization:

3
3 _ 3
feponte) = [ tpess (501

meaning that:

- 3 ||lp|” 3 P2+ p2+p?
1 3 3 Py TPy TP\ _
o /1R3d pexp< 2¢ 2m / / dpy/ dp- exp 2m
3/2
D drem
- [/]R dpexP( 2% Hanl, ) - ( ) (1.60)

3
In particular:

2

We will verify this relation when we will compute explicitly Q1 (V).
Substituting (1.60) back in ((1.59)) we get:

3 )3/ ’ Pl 3 £
_ _ = = — 1.61
pp(p) <47Tem P 2m 2e ¢ N (1.61)
Or, equivalently, using the change of variable p = mw, the velocity distribution
is given by:
Bp 3m %> 1 53
po@) = ) | S| = (22 e (—imlel?S) (162

In order to relate € = £/N to the temperature 7', at least for this particular
instance, we can calculate the gas pressure P (which is left as exercise), and
then use the equation of state of the ideal gas known from experiments:

PV = nRT (1.63)

where n is the number of moles in the gas, which is equal to N/Ny, with
N4 = 6.205 x 10?3 being Avogadro’s number, R = 8.315J K~ the gas constant
and [T] = K.
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Exercise 1.3.2 (Pressure of an ideal gas):}

Determine the pressure P of an ideal gas using eq. (1.61) or (1.62). In
particular, determine:

a. The flux of particles with velocity in the d = 3 interval (v, vy + dvg) X
(vy, vy + dvy) X (vs, v, + dvy)

b. The variation of the total momentum, AP, of the gas due to the
collisions with an area A of the walls during a time interval At;.

c. The force undergone by the gas is therefore:

lim —
Ago At

which must be equal in absolute value to P - A.

See also exercise 3.4 of the textbook. Hint: use the result from exercise [1.3.3]

Figure (1.3) — Flux for a beam of particles perpendicular to a surface A.

Flux. Consider a beam of particles with velocity v and numerical density
ng = N/V (number of particles per unit volume). The number N, of particles
crossing a flat area A, with unit normal 7 || v, during a time interval At, is
given by the total number of particles inside the green region in fig. [I.3] meaning
that:

N. = ng - |v||AtA = || J||AtA (1.64)
——

Volume of the region

The quantity ||J|| defined by the relation ([1.64)) is called flux, and represents the
number of particles crossing a unit area during a unit time interval. Comparing
the left and right hand sides, we obtain the vector relation:

J =ngv
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Exercise 1.3.3 (Flux: general case):}

Show that for a generic fv (not necessarily || v), the number of particles
crossing A during the time interval At is given by:

N. = AtAJ -1

The comparison with the equation of state (1.63)) of the ideal gas leads to
identify:

2 & 3

This result will be obtained also later when we will derive the equation of state
directly from Statistical Mechanics.

Substituting (1.65)) in (1.61)) leads to:

2
pp(p) = (2rmkpT) /2 exp <_ id 1)

T

2m k’BT

where kg = R/N4 = 1.3807 x 10723 JK~! is the Boltzmann constant.
Equivalently, the velocity distribution is given by:

()—< - )3/2 _mlol” (1.66)
pul®) = 27‘[‘/{33T P QkBT '

{Exercise 1.3.4 (Speed averages):}

a. Use (1.66)) to calculate the average speed, (||v]|), of particles in a gas
at temperature T'. Apply this for Ha, He, No, Os.

In order to calculate m, remember that N4 -m is the molar mass
Mo of the atom (or molecule) of a given gas. So, for example,
Mo, = 2-16g = 32g is the mass of a mole of Og, whereas My, = 2g.

b. Determine also (va), (|val), and (||v]|?), with o € {z,y,z}. Compare
(Jv]) with \/{||Jv||*) and notice how they depend on m and T.

c. Determine the mean kinetic energy of a particle of Ho, He, No and O»
at T = 300 K.

d. Determine the number of collisions n. with a wall per unit time and
unit area. Show that:

o= NVJeal) _ P N
TV 2 V2rRM My T 4

Show that at atmospheric pressure P = latm = 1.013 x 10° Nm™2,
T = 300K for a gas of O2, we have n, = 2.7 x 108 s 1 m—2

44



[Exercise 1.3.5:}

I Do exercise 5.3 in the textbook.
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CHAPTER 2
Entropy and the Emergence of
Time

Irreversibility is one of the fundamental aspects of reality as we know it - it
describes why it is easy for things to break, scatter or decay, and why it is hard
- or in certain cases impossible - to return them to their previous unscathed
state. Irreversible processes are a key indicator of the directionality of time,
physical remainders of the difference between the past we remember and the
future we try to predict.

Statistical Mechanics allows us to understand - at least in part - why irre-
versibility exists, and where does it come from. In that regard, we will start
our discussion by stating two important results: Liouville’s theorem and the
Poincaré Recurrence theorem.

The first deals with the evolution of ensembles, showing that patches of phase-
space flow like incompressible fluids. This will provide both a stochastic origin
of irreversibility and also a more convincing motivation for the microcanonical
equiprobability postulate.

On the other hand, the Poincaré recurrence theorem will reveal the illusory
nature of irreversibility, as given sufficient time everything can be reversed. How-
ever, Poincaré recurrence works on unfathomably long time scales - completely
hiding its effects from our experience.

When talking about irreversibility, it is almost impossible not to include en-
tropy, and the consequences of the second law of thermodynamics. After
revising the two different definitions we gave of S - the one from classical
thermodynamics, and the other from Statistical Mechanics - we will introduce
a third point of view, originating from information theory, which will prove
extremely useful - allowing us to re-derive the entire equilibrium statistical
mechanics from a variational point of view, while offering several applications
to other fields (social sciences, image reconstruction, etc.).
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2.1 The Liouville theorem

Consider a physical system of N particles, with positions Q and momenta IP:

Q= (QIxa A1y, 91z - - - 4Nz, ANy, QNz)
P = (p1e, P1y, P12, - - -, DN PNys PNz)

As we saw before, it is impossible to determine exactly Q and IP. Practically, we
can only measure with precision some macroscopic quantities (such as energy,
volume, pressure...) and infer the possible ranges for the values of Q and IP
which are compatible with our observations, thus constructing a probability
distribution p(Q,P) over the 6 N-dimensional phase space I'. We call the p
so derived a statistical ensemble.

In this chapter we are particularly interested in the time evolution of an initial

po(Q,P).

We can obtain it by sampling M points from the initial pg - each representing a
possible realization of entire system - then letting them evolve for some time
t and seeing how they are distributed at the end. Mp(Q,P,¢) will be the
phase-space density of system-points in a tiny neighbourhood of (Q,P). So,
if we consider a tiny cube of volume d3¥NQ d*NP centred at (Q,IP), the total
number of system-points in it at instant ¢ will be:

Mp(Q, P, 1) d*YQd*"'P

.:f.;.:o
\) D -’,':
[ ’P :’.' ¢ .

7

7

N

N -d i’ npace

0

Figure (2.1) — Evolution of an ensemble of system-points in phase space

So, by computing how each system-point moves, and then measuring their den-
sity in phase-space, we can estimate the final probability distribution p(Q, P, t),
i.e. the time evolution of the original ensemble.

Each system-point initially at (Q(0),IP(0)) evolves in time according to the
Hamilton equations:

_9H(Q,P)
~ Opa

4o

a € {lx,1y,1z,..., Nz, Ny, Nz} (2.1)
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0H(Q,P)
9qa

Pa = —

(2.2)

In the simplest case of N point-particles interacting through conservative forces
depending only on positions, H is given by:

Z Hp@H U(Q)

In this case (2.1]) reduces to the second Newton’s law:

oU(Q)
9qa

Malo = — me = m; if a € {ix,iy,iz} (2.3)
More complicated H can be constructed to describe the motion of more involved
systems, such as rigid bodies, or to account more general forces, such as magnetic
ones (which depend also on PP).

Liouville’s theorem states that the probability density along a trajectory does
not change during the time evolution:

3N
GO PON =043 (Lt L) =0 @)

3pa
where (Q(t),IP(t)) is the solution of |D with given initial conditions, and %
denotes a total derivative, taking into account the time-dependence of also Q
and P.

In other words, ([2.4) means that if we follow a system-point during its evolution,

and measure the density of other system-points travelling in its neighbourhood,
we will find it unchanging. System-points do not “coalesce” together, nor
“disperse” in phase-space - they behave like droplets of water, flowing and
spreading, but never expanding nor compressing. In physical terms: probability
in phase-space flow like an incompressible fluid.

Substituting (2.1]) in (2.4) and rearranging we get:

dp A ap OH

5 Q). P(1).) = —a; T%(Q(t),II’(t)J)@(Q(t)?H’(t))Jr
dp 0OH
apa(Q(t),ll’(t),t)@(Q(t)JI’(t)) (2.5)

Note that in (2.4)) we can fix any point (Q,P) and then find some appropriate
initial conditions (Q(0),P(0)) such that the trajectory will pass through that
point at time ¢, i.e. (Q(t),IP(¢)) = (Q,P).

So we can remove the time-dependence of Q(t) and P(¢) in (2.5), leading to:

0 - dp dp
—y@mw—lgaqmrw @)~ 5 QP Q) -
(2.6)
= _{p7 H} = ZIA/IO
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Where {-, -} are the so-called Poisson bracket:

(ay=3s (P2 000

1=1

9qi Opi  Opi 9g;
and L is a linear operator called as the Liouvillian (or Liouville operator):
iL={ H

We can then use as an evolution equation to compute p(Q, P, t) given an
initial condition p(Q,P,0) = po(Q, P) for any ¢ > 0.

Since it is a linear differential equation in time, its formal solution can be written
in terms of the exponential of the operator L:

p(Q, P, 1) = e py(Q, P)
Proof. The idea is to compute explicitly the derivative in (2.6)).

The probability density p(Q,IP,t) at a given instant ¢ can be obtained by
counting all system-points that arrive at (Q,IP) from every possible origin
(Qo,Py), weighting each of them with its “origin probability” pg(Qq, Po):

p(QIP.1) = [ &gy dpy *Y(QU1) ~ Q) 5 (P(1) ~IP) po(Qu. o) (27)

dl'g
In this notation, 63V is the product of 3N ds. For example, for the positions we
have:
AN 3N
*M(Q(t) — Q) = [T 0(¢a(t) — ¢a)
a=1

and a similar expression holds for the momenta.

depend (implicitly) on the origin coordinates (Qg, IPp).
In the following, to simplify notation, we denote dTg = d3V d0 dav Po-

Differentiating ([2.7)) with respect to ¢ we get:

@P,0) = o [ o™ (@) ~ Q) F*V(P(1) ~ P) p( Qo Po) =

ap
3N
(a:) —/rdfo ro(Qo, Py) z_:l qa(t)ﬁia —Hja(t)af)a )
-5V (Q(t) — Q) 5*N (P(t) — ) 28)

The — sign comes from the definition of distributional derivative - see the
following green box for more information.

Derivative of the Dirac-delta. ¢§ is a distribution, and so its derivative is
defined by its action on test functions ¢ € S(R):

(0,0) = =(0,¢) = —¢'(0) Vo eSR)
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This definition is motivated by the following formal manipulation:

=00

#,¢) = [ ded @), = ol

by ;xrts

— [ dzé(@)¢'(@) ==/ (0)

T=—00

The same relation can be generalized to partial derivatives in higher dimension.
For example, let = (2,7, 2)T. Then:

0 0
<8*$53790> = —%w(O) Vo € S(]Rg)

If the argument of the delta is shifted, so it will be in the result. Let 520 =
d(r —rg). Then:

(aaxé?o, p) = —aiso(ro) (2.9)

Let’s consider the time-derivative of just one of the ds in (12.8)):

2 aalt) ~ 0

To compute it, we apply it to a test function ¢(z) € S(R), and apply definition

E9):

(59(6a(®) = ). ) =~ 50(aa®) = = (5 p(0a(®)) dalt) =
= —alt) p0(aa(t) ~ ). ) (2.10)

(0%

And so we get the following identity between operators:

6(Qa(t) - Qa> = _QQ(t)(r;Za(QOz@) - Qa)

Another way to see (2.10)) is by formally writing:

0 0
(5:0(0a(t) = 6), @) = [ dda 5:0(da(t) — 4a)(4a)
Here the 0; acts on everything on its right, i.e. 9;(--- )y is to be intended as

first applying § to the ¢, and then 0; to the result. As J; acts on the entire
integral, we can bring it out:

— ;/]qua 6(¢a(t) — qa)p(da) =

0

= —¢(ga(t) = (210

To extend to more dimensions (e.g. 3), we need to use gradients when applying
the chain rule. For example, for d = 3 and R3 > » = ¢(7):

(9 5 r(t) ~ ), 0) =~ p(r (1) = ~Viiplr(t)) - #(1) =

20



In operatorial terms:

0 :
553( r(t) —7r) = —i(t) - Vei(r(t) —7)

In step (a) of (2.8 - we are dealing with 6 N coordinates at once:
9 5N1(Q), P(t) - (. P)] = ~(Q(1). P()) - V(@ [(Q). P(1)) - (Q.P)] =

ot iy , ;
~ {3 [t +intt 2] 00 - @ ) -

where (Q(¢),IP(¢)) denotes the 6 N-dimensional vector with the first 3/V entries
equal to the ones of Q(t), and the last ones equal to those of P(t).

In (2.8) we then use (2.1)) to rewrite the ¢, (t) and pq(t):

a N | oH 0
(Q P, ) /dro £0 QOJPO)O; [%(Q(t) P(t ))8qa+

0H 0
~ 90 apa] M (Q(t) = Q) *N(P(t) — IP) =

The two §s fix the arguments of H and its derivatives to (Q, P):

SN 19K o0 oOH 0
= —/rdro pO(QOJPO)O;l {apa (Q’P)aiqa N T%(Q’P) 5’pa .

PN (Q(1) - Q) N (P(1) - P) =
Now the sum (highlighted in blue) is independent of the integration variable,
and so can be brought outside the integral'

3N ToH B, 0
-3 { QP - S Q) -

: /r dTg po(Qo, IPo) 53N(Q(t) —Q) NP ~-P)  (2.11)

J/

pQPH (@7

This last result (2.11)) can be rewritten as:

gtp(Q’ P,t) = —{p(Q,P,t), H(Q,PP)}

which is exactly eq. (2.6). By computing the total derivative:

7P(Q(t)v ]P(t)v t)

and using (2.6)) we can then derive also (2.4)), thus completing the proof. [

o1



Exercise 2.1.1 (Liouville’s theorem):J

Show that (2.6) implies (2.4)).

Solution. We start by computing the total derivative of p(Q(t),P(¢),t)
with respect to time t¢:

3N

Q. P0,1) = 3 [ 22000, P@), ialt) + 5@, PO, 05aln)] +
L 9p
+ 2@, P(0), 1)

We rewrite ¢, and pa through the Hamilton equations ({2.1)):

- Z [ S(Q(. (). 05 (QUD). P(1)+
ap 0H
~ o 5 —(Q(t),P(t) t)af%(Q(t)’ﬂ’(t)) +
dp
+ E(Q(t% IP(t>> t)
Using for the last term we have:
dp X | op OH
E(Q(t)a lp(t), t) - agl [aqa(Q(t)? ]P(t>7 t)%(@@)? I[)(t))+
dp OH
apa (Q(t)v IP@)? t)TqQ(Q@)? ]P(t»

which leads to a total cancellation, and so:

as desired.

2.1.1 Measure theoretic version

We can express the results of Liouville’s theorem in terms of the (hyper)volumes
occupied by system-points in phase-space [2, Appendix A]. As we have noted
before, an ensemble evolves like an incompressible fluid. So, as a cup of water
does not change its total volume after being stirred or scattered or dispersed, so
do the ensembles experiencing Hamiltonian evolution.

Let’s make this more precise. Consider a Lebesgue-measurable subset Ay C T’
of phase-space. Then we have a way to compute its measure (a generalization
of “volume”) with the integral:

V(Ag) = /AO BNgd3Np = /AO dr,

Let Ag evolve for a time t according to Hamilton equations (2.1]), and call its
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evolved version A;. Then we can restate Liouville’s theorem as the equality:
V(Ag) = V(Ay) vt

Before providing a formal proof, consider the following heuristic considerations.  Heuristic proof
Let A be a sufficiently small region of phase-space (obtained, for example, by

partitioning a larger region B), so that the density of system-points in it is
(approximately) constant: p(Q,IP,t) & const # 0. Let A; be its evolved version

after time ¢. The fraction AN; of system-points inside A; is given by:

ANy = p(Q(t)7 ]P(t)’ t)V(At)

and remains constant by definition. Differentiating with respect to ¢:

0=Sani= Lovia) pQu) P00 SV(A)

0 by Liouville’s theorem

Dividing by p we obtain:

dVv
a0

Meaning that the volume of A; does not change, and so:

V(Ar) = V(Ao)

Proof. A more rigorous proof is given by the following. Formal proof
We can express the two regions Ap and A; as uniform densities:

p0<Q7]P> = :ﬂAO(Q,]P); p(Q7]P7t) = lAt(QuP)

Then, the volume of Ag is given by:

Vdo) = [[aNqd*ppy(Q.P) =
And we rename the integration variables to go and pq:
= [ 4"V qqd*pg po(Qo, o) (2.12)

By Liouville’s theorem ([2.4)), the local density does not change along a path. In
particular, consider the path starting at (Q, IPg) and arriving at (Q(¢; Qo, IPg), P(¢; Qo, IPo))
at time t, i.e. such that:

Q:Qu.Py)|_ =Qu  P(:QuP)| =Py

Then:
p(Q(t;Qo, Po), P(¢; Qo, Po), t) = po(Qo, Po)
Substituting in ([2.12)) leads to:

V(Ap) = /rdquO 4*N py p(Q(t;Qo, Py), P(t; Qo, Po), )

23



Then we change variables, passing from the origins (Qg,Py) to an arbitrary
end-point (Q,P):

(Q,IP) = (Q(t; Qo, Pg), IP(t; Qop, IPy)) (2.13)

leading to:

V(Ag) = /rd3Nq d*Npp(Q,P,1)J "
where the determinant J of the jacobian of the change of variables is given by:

9(Q,P)

J = det
¢ ‘3(‘@0711)0)

If J =1, then (2.13]) would become:
V(dg) = [[dNgdVpp(Q P,1) = V(4))
r ———
14,(Q.P)

thus concluding the theorem.

So, all that’s left is to verify that the following determinant is unitary:

9(Q(t;Qo, Po), IP(t; Qo, IPy))
9(Qo, IPy)

where Q(t) and IP(¢) are obtained with the Hamilton equations ({2.1]).

J(t) = det ‘

For simplicity of notation, let’s define:

(Qo,Py) = y; (Q(t;Qo,Po), P(t;Qo, IPy)) = x(t,y) (2.14)
And so:
. (9(1‘1,...,1’6]\7)‘
J(E) = det (Y1, .-, Y6N)

We already know that J(0) = 1, because x(0,y) = y. So, if we prove that J(t)
is constant, i.e. it does not depend on ¢, we will have J(t) = 1, as desired. The
idea is thus to differentiate J(t) and use Hamilton equations ({2.1)).

In general, for a matrix A(t) with rows (A1(t),..., An(t))T, we have:

| Ault)
d _d e A |
pp det A(t) = o det E =
|— An(t) —
|- Ait) —| |— Ai(t) —| = Ai(t) —
— det | A2.(t) | + det | A%([) | + -+ det :
: : | — Ap—1(t) —]
| An(t) | An(t) =  An(t)

o4



= idet[(Al(t), A1), ,4;@)7 Aiq(t),. .. ,An(t))T]
} (2.15)

For a proof of (2.15]) see the green box at pag.
In our case, (2.15) leads to:

d SN O(T1,. .., i1, T4, Tit1,...,T 6N

—J(t) = det (1 b 2 it 6v) | S detA;  (2.16)
dt =1 a(yla"'7yi—17yiay’i+17"'7y6N) i=1

where x; = ¢; for 1 < i < 3N, and p; for 3N < < 6N. In either case, when

we differentiate and compute i;, we will have, as consequence of (2.1)) one of

the two results:

OH _ OH
= %§ Do = _@
which are both functions of (Q,P), i.e. of . Thus, the (i, k) elements of such
matrices can be computed by the chain-rule:

Oi; X Oi; O

G

= 2.17
ayk =1 ax]’ 8yk ( )

In vector notation:

Oi; X 9 Ox;

= 2.18
oy s Oz Oy (2.18)

Note that %“;Z is the i-th row of the matrix A;, which, according to (2.18]), can
be written as a sum of 6N rows. As all other rows of A; remain unchanged, we

can use the row-linearity of the determinant (see (2.19)) and (2.20))):

. Oz1 -
- % - & —
Ox;_
[— oy |z
Y 3]
6N A - 6N 9,.. Y
o1 O or o1
det A; = det || — S S0 |l = Ddet| - 2 || =
= Oxj Jy = Ox; 88y
oz Oz
— f}Jl —] | oy |
0 . Omeny
[— ”é‘g,N —] | Iy |
. 6N 8% det a(wl,...,l‘i_l,fl’j,l'i+1,...,$6N)
D0z [0 Wi Vi Vit - Y6N)
5iy

The determinant in the sum argument is obtained by replacing the i-th row
of the jacobian in J with the j-th. But if there are two repeated rows, the
determinant will be 0. So the only non-zero possibility is when j = 4, and in
that case the determinant will be exactly J. This leads to a Kronecker delta d;;
that we can use to collapse the sum, leading to:

0x;

det A; =
¢ 8:)51

J
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Substituting this last result back in (2.16]) we get:

dt et ox;

We then undo the change of variables (12.14)), splitting the first and last 3N
terms of the sum:

6N 9z, 3N T o a ] N[aaH 8(8}[)]
izzlaf%_z Bt ™ &) = N =0

a=1 2.1) S =1 G0 Opa ~ Opa 0qa

And so:

dJ
=0
dt

meaning that J(t) is constant, and then - as noted before:

which proves Liouville’s theorem.

Derivative of a determinant (Proof of ).

We start by noting that the determinant of a matrix A is a linear function of
its rows or columns. For example, if A € M(R%*9) has rows {A;}i=1._n, then
the following two relations hold:

det |(Ax,..., Ai_1, Ay, Agyr..., Ap)T| = (2.19)
Adet |(Aq,..., Ai_1,As, Ajyr. .., An)T] VI<i<n;VAER

det |(Aq,..., A1, Aj +w, Aipr1..., Ap)T| = (2.20)
det |(Aq,..., A1, As, Ajyr..., Ap)T |+
+det|(A1,..., A1, w, Aiy1...,Ap)T|  V1<i<n; VweR?

This property is proved geometrically in fig.

We then proceed by computing the time derivative of det A(t) as the limit of
the difference quotient:

A = A
idetA(t) . det A(t + At) — det A(?) _
dt At—0 At
In terms of rows:
|— Asi(t+At) — — A1(t) —|
= lim (det : — det )
At—0 A :
|— An(t+At) —| |— An(t) —|
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We sum and subtract the determinant of the first addend with only the first
row changed:

|— Ai(t+At) —| | Ax(t) |
:AlggoAlj,L(det |— Az(tj—At) 7|—det |— Az(tht) 7|+
= An(t+ A —| [ An(t+At) —|
| As(t) | |~ Ai(t) —
det [ A2 FE0 T gep [ 4200 l) (2.21)
|— Ap(t+At) —| — Ant) —|

Focus on the first two terms. They are determinants of two matrices that differ
only for a single row. So we can apply linearity (2.20]) in reverse and gather
them in a single determinant:

|— Ai(t+At) — =  At)
At—0 At ; :
|— An(t+At) —| |— An(t+At) —]
|— Aj(t+At) — Ay(t) —] |— Ay(t) —|
= lim idet = Azt + A1) . = det = A2
At—0 At : :
|— Ap(t + A1) —] |— An(t) —

We can then reiterate the same argument on the last two terms of (2.21)), arriving
at the end to:

d

ZA(t) = fj det[(A1(t),. .., Aj_1(t), A5(t), Agy1(t), ..., An(®)7]

=1

Alternative proof for Liouville’s theorem [1, Chapter 4.1].

As particles move in continuous trajectories, i.e. they do not “teleport” between
spatially distant regions, the probability density describing their ensemble must
be locally conserved. Mathematically, this means that p(Q,P) satisfies a
continuity equation:

PQP)=-V JQP)=-V [(QPpQF)] (222

In other words, the local change of p over time is equal to the opposite of the
outward flux 'V - J at that point, i.e. the rate of particles traversing a tiny closed
surface encompassing (Q, IP) in the outward direction (as consequence of Gauss’
theorem). If that flux is positive, then “probability is escaping” (Q,P), and so
p will decrease. Otherwise, if the outward flux is negative, then “probability is
gathering” at (Q,P), and so p will rise.

The flux field J is given by pv, where v = (Q,P)”. So (2.22) can be rewritten
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det([v,1v,1v,]1) = Volume|

Vi

(a) Geometrically, the determinant is equal to the (signed) hyper-volume of the paralleliped spanned by the

column (or row) vectors. Here we consider the d = 3 case, with A = 1)1,1}2,1]3

o760

(b) If we scale one of the edges by A, the entire volume scaled by the same factor A. Thus
det |(A\v1, v2,v3) T| = Adet |(v1, 'U2,'U3)

g

volumes are equal by Cavalieri's principle
(imagine each stack as a stack of thin slices)

(c) The quantity det |(u + w,v2,v3)T| is the blue volume on the right, which is equal to the sum of the red
volume on the left (det |(u,v2,v3)T|) and the green one (det |(w, v2,v3)T|), as consequence of Cavalieri’s
principle. In fact the left figure is obtained from the right one by merely shifting some thin slices - which
does not change the total volume, as moving around some coins in a stack does not change their number.

Figure (2.2) — Geometrical proof of the row/column-linearity of the determinant, taken

from [3].
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as:

Pda) a(ppa)
at Z ( B B) ):
a=1 Qo Pa
3N .
=— oy e b Tt pes 2.23
aZ::l (aQaq pGQQ apap Papa ( )
Using Hamilton equations we can cancel two terms. In fact:

8o _ 0 OH  PH _ O°H 0 0H a( ,)__%
040 € aQOc Opa GQ(Mapa (a) Opa0qa 8]704 0qa @ apa “ Ipa

And so (2.23)) becomes:

dp 3N<3,0 8p.)_dp_
7—1_@;1 aiqaq(y'i‘aipapa —E—O

which is Liouville’s theorem.

2.1.2 Consequences of Liouville’s theorem

As system-points flow like an incompressible fluid, a uniform ensemble will
remain uniform indefinitely. Intuitively, a uniform ensemble is just a fluid with
a constant definite density. Hamiltonian dynamics just “stir” around that fluid,
but cannot change its local density anywhere: there cannot be points becoming
“denser” or “more rarefied”. This means that a uniform ensemble (i.e. the
microcanonical ensemble) is stationary - and thus is suitable to describe
the equilibrium condition. However, at least for now, nothing guarantees that
a generic isolate system at equilibrium will reach exactly the stationary state
given by the microcanonical. We have proved that it is a possible solution, but
not the unique solution!

An other interesting consequence of incompressible flow is that there are no
attractors, there are no points in phase space to which many paths “converge”
over time. So, when we observe a pendulum stopping due to friction in the same
place independently of initial conditions, it must not be because it is converging
to some definite region of phase-space. Rather, the phase-space paths in which
the pendulum loses energy to random air particles are so much more than the
few where all molecules “hit the pendulum at the right times” to keep it going
indefinitely.

Liouville’s theorem also provides an intuitive explanation for the second law of
thermodynamics, following an argument by Jaynes [4][5].

Consider a physical system evolving from a macrostate A to another macrostate
B. If the process A — B is reproducible, then the volume W4 of microstates
compatible with A must fit in the volume Wpx of microstates compatible with
B,ie. W4 < Wpg. In fact, if it were instead W, > Wp, the evolution A — B
would not be reliable: at any ¢, the volume W of the evolved ensemble A(t) is
the same as Wy (by Liouville’s theorem) - and so if we require all of A(t) to
end up in B (which is necessary for the evolution to happen reliably), then we
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would be trying to “squeeze” too much (incompressible) “fluid” W4 in a “too
small bucket” Wp.

Entropy in Statistical Mechanics is the logarithm of the volume in phase-space
associated with a certain macrostate, and so from W4 < Wp follows S4 < Sp,
i.e. the second law of thermodynamics.

In the case the inequality holds strictly, then the inverse process B — A cannot
happen reliably. We can estimate the “rate of success” of an inverse transition
as the ratio W4 /Wpg. Intuitively, if we try to fill a bucket of 11 with 31 of
water, only 1 in 3 molecules will make it to the end - and the others will be left
outside the bucket. Then, we note that even the tiniest difference in entropy
would make W4 /Wp negligible, because S = kg In W, and so the ratio decays

p_WB_ p kp

exponentially:

This means that not only the process B — A cannot happen reliably, but that
it is so unreliable that it never happens!

‘
r n-t
I
| .

. .

-0 1 t-ot 2 t 3
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Figure (2.3) — A gas, initially constrained to the left side of a box (state A), is released at
t = 0, and quickly fills the entire volume (state B). In phase-space, the ensemble associated
with A occupies a volume Q(&,V/2, N), which evolves by flowing like an incompressible fluid
due to Liouville’s theorem. Denote with A; its evolved version at time ¢, which in general
will be spread in some complex way. Consider a symmetrized version of A, obtained by
reversing all momenta, and denoted with A;. Clearly it has the same volume Q(&,V/2, N)
(by symmetry), and if we pick any microstate in it and let it evolve for an interval of time ¢ it
will go back to state A, because of the reversibility of Hamiltonian mechanics. However,
experimentally we have no control on the choice of microstate: when constructing B, we
effectively pick at random a microstate from a larger set Q(£,V, N), which contains many
more paths than the ones coming from A (there is a plethora of ways to obtain a box full of
gas). The probability of picking a microstate in A; is given by the ratio
Q(E,V/2,N)/Q(E,V,N) = 2~V which is negligible. So, while A — B happens every time
we run the experiment, B — A is never observed.

Note: to be more precise, we should account also for the microstates in B that reach state A

in a time < ¢, which is a set much larger than the sole A;. This makes the discussion much
more complex - but the result remains the same.
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2.2 Poincaré Recurrence Theorem

The Poincaré Recurrence Theorem states that a mechanical system en-
closed in a finite volume and possessing a finite amount of energy will,
after a finite time, return to an arbitrary small neighbourhood of almost anyEI
given initial state in phase-space [2, Chapter 1.7]. In general, the smaller the
neighbourhood chosen, the larger will be the first arrival time.

Proof. Omitted. O

In other words, the Poincaré Recurrence theorem states that everything is
reversible, given enough time. This seems in contradiction with experience.
For example, suppose we start with a gas contained in one half of a box (state
A), and let it expand freely in the entire box (state B). This process is clearly
irreversible: the gas will not spontaneously return to the initial state.

If we reverse time, we will obtain a motion B — A that it is still physically
possible, but that in practice never happens. This clearly defines a preferred
direction for time evolution - a so-called “arrow of time”.

Similarly, if we see a video of an egg crashing on the floor, and that of an egg
“recomposing” itself after being destroyed, we can surely tell which one has been
time-reversed.

However, Poincaré Recurrence is mathematically proved - and indeed must
happen. The key to resolve the apparent contradiction with experience lies in
the amount of time 7' required to observe such recurrence. For any macroscopic
system, T is orders of magnitude larger than the age of the universe. So, while
recurrence will happen, it will do so so far in the future that it will not matter
anymore to anyone!

Recurrence can be observed and verified for systems of few particles. For
example, consider just N = 2 particles, moving at mndomﬂ in a box. At a
given moment, each of them is inside the left half of the box with probability
1/2. So, the two will be in the left side with probability 1/4. If we do not care
about which side the particles are grouped in, we need to double this result: the
probability that N = 2 particles lie in the same side of a box is 1/2.

If we repeat the same computation for N = 3, we will obtain p =1/8-2 =1/4.
So, by adding more particles, the “grouping probability” quickly decreases, but
it is always non-zero. So, given infinite time, the particles will spontaneously
return to an half-box configuration an infinite number of times.

2.2.1 Heuristic estimate of recurrence time

To get a sense of the time scales proper of Poincaré recurrence, consider the
following heuristic computation.

part of a set of zero measure.
N

Alln classical mechanics, particles follow deterministic trajectories given by Hamilton
equations. Here we are implicitly assuming that the resulting motions are comparable with

random motion.
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We start with a box filled by NV particles of an ideal gas. Let’s discretize time,
and denote with X,, the macrostate of the system at time t,. X,,11 depends
only on the previous state X,,, and so we can model the system as a Markov
chain.

If the chain is regular, i.e. if it is possible to start in any state ¢ and reach
every other state j given sufficient time, then, due to Kac’s lemma (the basic
limit theorem for Markov chains), the Markov chain will reach, for t — oo a
stationary state, where the probability m; of being in state ¢ is given by:

1
(T3)

where T} is the time it takes to visit state ¢ for the first time.

T =

(2.24)

Let 7 be a macrostate with all particles occupying the left side of the box,
corresponding to a region Ag of microstates in phase-space. Then T; is the time
needed for the set of N particles starting in the left side of the box to regroup
for the first time in the same side.

If the deterministic motion is sufficiently chaotic, on the long run it can be
considered like if it was random - meaning that all microstates are equiprobable.
Then, at stationarity, the probability of the system being in Ay is given by a
ratio of phase-space volumes:

QE,V/2,N) _ (V/2MO(E,LN) _

PV/2) = QE,V.N) _ VNQ(E1,N)

(2.25)

In other words, the microstates with all particles in the left side occupy a
phase-space volume of Q); = Q(E,V/2, N), inside a larger volume of physically
possible states Oy = Q(E,V, N). So, if we pick a microstate at random inside
), it will be in Q1 with probabilityf’| Q1 /Qs.

Then we take the inverse of the stationary probability to find the number of
time step necessary for recurrence. Before doing that, we need to properly
specify the size of a single discretised time step. One possibility is to use the
characteristic time needed for a gas molecule to visit regions of phase-space
sufficiently “separated” - for example the time interval 7 needed to traverse the
entirety of the volume. Assuming a square box, the particles needs to travel
a length of V1/3, and it does so at a mean velocity (|v|), given by Maxwell’s
distribution. Then:

Vl/S

" o)

1 v2 2%kpT 2RT
Y G R e

2
Jr dvg exp (—Bm%ﬂ”

ntuitively, the probability that a coin will drop inside the area of a carpet, is the ratio
between the carpet’s area and the room’s area.
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And so the first return time to ¢ is:
V1/32N
(Tv) = =~
2 PV/2)  (|val)
Numerically, consider 1mol of Oy (Mg, = 32gmol™!), corresponding to N =

N4 = 6.2 x 10?3 molecules in a box of length V1/3 ~ 0.4m, at atmospheric
pressure P = 1atm and room temperature 7 = 300 K. Then (Jv;|) ~ 500ms~!,

and (Tv ) ~ 101-86x10%° =11 y, which is so much higher than the age of the universe
2
Tuniv = 14 x 107y,

So, based on this heuristic calculation, we might think that irreversibility is
just a matter of time scales: everything is theoretically reversible, but we will
never see it reverse any time soon.

2.3 Asymptotic Evolution

Liouville’s theorem showed us that a uniform ensemble, such as the micro-
canonical ensemble for a isolate system, is stationary, thus suitable to describe
equilibrium.

However, we would like to prove that it is in fact, the only suitable description.
Intuitively, this requires that the Liouville’s evolution “throughly stirs” phase-
space, so that the trajectory followed by almosiﬁ any point in phase-space
passes arbitrarily close to any other point in phase-space. In such case, it can
be shown that all states can be treated “equally”, and so we can compute the
expected values of observables by using the microcanonical ensemble, as we
previously postulated. A system satisfying this condition is said to be ergodic.
Unfortunately, it is usually very difficult to prove.

To make the argument formal, consider any observable O(Q, IP) and compute its
average at time t over all the initial conditions compatible with some ensemble

Po:

(0Q(1). P(1)) = [ d*gqd*p po(Qo. Po) O(Q(t: Qo o). P(t: Qu. Py)) =

We change variables (Q(¢),IP(¢)) — (Q,P) by introducing two Js:
= [ 4"V gqd*¥pg po(Qu. Po):

: /r d*Ngd*Np 5N (Q — Q(t; Qo, P))d*N (P — P(t; Qo, Pp))O(Q, P) =

In this way we can bring O(Q, IP) outside the inner integral:
= [[a*qa*pO(Q P)

: /rd3Nq0 d*¥pg po(Qo, Po)5*™ (Q — Q(t; Qo, Py)) *N (P — P(;Qo, Pp)) =

p to a set of null measure
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And so we have rewritten the average of O in terms of the evolved distribution

,O(Q; IP, t)
/rdBNq 4*NpO(Q,P)p(Q, P, t)

For an ergodic system, in the limit ¢ — oo this is equivalent to using the
microcanonical ensemble:

0@ PM) —— [ Vg pO@Q Phoc(@P)  (226)

where:

const & <H(Q,P)<E+E
PMC =
0 otherwise

This is equivalent to saying that the time average of an observable over a
single trajectory is equal to the microcanonical ensemble average, which is the
argument used in [1, Chapter 4.2]:

Jim 2 [ 0@(0), P(0)di = [ dro@). PO)mc@P)  (227)

The full proof that (2.26) and (2.27) follow from ergodicity is quite involved.
Here, we focus only on its last part. Namely, we suppose that:

1. Hamilton dynamics lead, in the large time limit, to a stationary distribution
Pst- thm p(Q7]P7t) - pst(Qa IP)
—00
And then show that:

2. The stationary distribution coincides with the microcanonical ensemble:
Pst = PMC

This can be done by using Liouville’s theorem ([2.4]), which states that the local
probability density is a constant of motion:

$P(QU). () =0

For a generic system, there are only 7 possible constants of motion: the energy
H . three components of the total momentum P and the three components of
the angular momentum L. So pg; is necessarily a function of them:

pst(QJP) = F(H7L>P)

However, if our system is at rest and not rotating, P = 0 = L, and so the only
remaining constant is H:

pst(Q, IP) = F(H)

For an isolated system the energy is constant: H(Q(t),IP(t)) = &, and thus
pst = const on the hypersurface H = &£, implying that:

Pst = PMC

(In fact, recall that we chose pyic as the uniform distribution in phase-space
over the hypersurface H = &).
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2.4 Three kinds of entropy

In its classical and original interpretation, entropy quantifies the irreversibil-
ity of a process. More precisely, it is a function of state, depending on macro-
scopic observables of an equilibrium system. For a reversible process, the total
entropy - i.e. that of the system and anything it has interacted with - remains
the same. For any irreversible transformation, however, it increases. The more
the process is “difficult” to reverse, the more the total entropy will rise.

It is not clear from this definition alone where does entropy come from, or if it
is a real “physical” quantity and not some mathematical abstraction.
Fortunately, decades of analysis have given entropy new and clearer meanings.
Boltzmann proved a connection between the thermodynamical S and the amount
of states in phase-space available to a system, leading to the interpretation of
entropy as some sort of “disorder”. Irreversibility is then merely the fact that
while “macroscopically ordered states” are few, states of “maximum disorder”
are the most - by an incredible margin. So, inevitably, any system will tend to
explore the latter, just as an artifact of chance.

An even more general interpretation of entropy comes from information theory,
where S is a measure of the experimenter’s ignorance about the system. Shifting
from an ontological property to an epistemological one has several benefits:
for example it allows to search for the most general probability distributions
compatible with some given conservation laws and experimental results. This is
done by mazimizing the experimenter’s ignorance - rejecting every bias except
a few experimentally observable “truths”. Surprisingly, this MaxEnt principle
provides a variational re-derivation of all equilibrium statistical mechanics,
where informational entropy plays the role the action had in re-deriving classical
mechanics (or, with some extensions, even relativistic mechanics, QM or QFT).

Informational entropy can be defined also for non-equilibrium states - but its
respective variational principle does not hold anymore in general. It can be
adapted to a few restricted cases - such as the flow of heat from the equator to
the poles of a planet - but unfortunately not to general complex systems.

Even if MaxEnt is not the desired solution to non-equilibrium dynamics, it
still can be applied in a variety of situations outside statistical mechanics: for
example in pattern recognition tasks, or in image reconstruction.

In this section, we will start by revising the first two definitions of entropy -
the one from classical thermodynamics, and that from statistical mechanics.
Then we will introduce the third kind of entropy - information entropy - and
motivate its definition as the only function satisfying some reasonable require-
ments. We will then introduce the MaxEnt principle, and employ it to re-derive
statistical mechanics, and in particular all the results we previously got for the
microcanonical and canonical ensembles. We will then go even further, deriving
and discussing the grandcanonical ensemble, in which we allow both energy
and particles to flow in and out the system.

Finally, we will examine the relation linking entropy and information in the
first place - demonstrating with Landauer’s principle that even an “irreversible

65



processing of information”, such as erasing a bit-sized register, increase the
entropy of the universe!

1. Thermodynamic entropy. In classical thermodynamics, entropy is a
mysterious quantity introduced to characterize the second law.

The difference in entropy S(B) — S(A) between two equilibrium states A
and B is defined as:

B (dQ
S(B) - S(4) = | <> 2.8
-5 = [(F) (2.25)
where A and B are connected by a reversible transformation R. The
system is at equilibrium at every point on the path A — B, possessing
a definite temperature Ty, and exchanging an infinitesimal amount of
heat d@ with a thermal bath at the same temperature T = Tiy.

The second law of thermodynamics states that the same integral, if done
along any path, will lead to a result which is lower than that of the
reversible case:

B dQ
| <5(B)-5(4) (2.29)

T is the temperature of the heat bath in thermal contact with the system
during the path A — B. Note that if the latter does not traverse

equilibrium points, then Tyys will not be defined. (2.29) holds as an
equality if and only if the transformation A — B is reversible.

For an isolated system, d@ = 0, and so ([2.29)) leads to:
S(B) > S(4)

with the equality holding only for reversible transformations.

Thus, an isolated system is in thermal equilibrium if and only if it has the
maximum possible entropy compatible with the given macroscopic
constraints (e.g. energy, volume, number of particles...). In this case, in
fact, it cannot do any other transformation to increase the entropy. A
similar argument will prove to be the key for introducing the MaxEnt
principle later on.

2. Statistical Mechanics entropy.

In Statistical Mechanics we define the entropy as the logarithm of the
volume of microstates in phase-space corresponding to the observed
macrostate (with definite macroscopic observables), scaled by kp:

S(E,V,N)=kplnQ(&,V,N) (2.30)
where:

Q(E,V,N) = /rdra(H(Q,lp;N,V) —£)
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The definition (2.30)) is compatible with (2.28)) because for both of them
the following holds:
d¢ P I
dS = —+ =dV — =dN
T * T T
This means that the derivative of S with respect to £ at constant V' and
N is 1/T, and similarly:

(ds> _1 (ds) _ P (dS> __HK
d€/yy T \dV/egy T' \dN/gy T
Furthermore, for an isolated system the only possible transformation
(apart from chemical reactions, or nuclear decays) is a free expansion,

where V' — V/ > V. The initial entropy is Sy, = S(E,V, N), and at the
end it will be Sg, (€, V’/, N). Note that:

(@) ! — L
(E,V',N) ~/V'><~-~><V’ dQ/IRSN dP §(H(Q,IP; N)— &)
~——
N times
d dPP §(H(Q,P;: N) —
- ~/‘/><'“><V Q/1R3N ( (Q7 ) ) g)
N times

since the integration domain for the configuration space is larger after the
expansion (V' > V).

Taking the logarithm of both sides, we note:
Sﬁnal > Sinitial

which is exactly the result we would have obtained from classical ther-
modynamics. In other words, the entropy defined in (2.30]) is compatible
with the second law of thermodynamics.

. Information entropy. A third definition of entropy comes from infor-
mation theory.

Consider a discrete event space E' = {i};—1__ n, with probabilities p; > 0,
such that >, p; = 1.

We want to quantify the amount of information I(p;) acquired by the
observation of event ¢ occurring.

For example, if p; = 1, i.e. the event occurs with certainty, we will not
gain any new information by its occurrence: we already knew that it
would occur! In other words, if now the sky is free of clouds and it is a
beautiful sunny day, the fact that it will be still sunny in 15 minutes is
almost sure, and it will not be surprising when it indeed happens. On the
other hand, we would not expect that in 15 minutes it will start to rain.
Such a unlikely scenario, if it occurs, will give a lot of new information to
us: for example that we were ignoring little dark clouds on the horizon,
or did not properly account of the air currents.
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Equivalently, we can quantify the gain in information by measuring the
minimum length of a message needed to precisely communicate to someone
that a certain event has occurred. To optimize the sending of data, we
can in fact create a code such that the shorter combinations of characters
refer to likely events, while the longer ones to unlikely events. In this way,
on average, we will have to send shorter messages. Then, in this scenario,
a likely event holds less information becaus e it can be coded with shorter
messages (assuming that the code we are using for transmission is the
most efficient possible).

In other words, I(p;) encodes the amount of surprise held by event i
occurring. Then, clearly a gain in information must be non-negative:

I(p) >0 (2.31a)
It will be minimum (0) for an event that is completely expected:
Ip=1)=0 (2.31b)
And it will be higher the rarer the event:
I(p) is a decreasing function of p (2.31c)

Furthermore, if we have two independent events occurring with probability
p1 and po, it is reasonable that the gain of information obtained by both
of them happening to be just the sum of the information gains of each of
them happening separately:

I(P[1A2]) = I(p1-p2) = I(p1) + I(p2) (2.31d)

Assuming I(p) to be differentiable, differentiating (2.31d]) with respect to
p2 leads to:

d
plaf(l')

If we now set po = 1 and p; = = we get:

a:;x[(x) =I'(l) e I(x)=I'(1)Inx+c

df

T=p1p2 dpo

By (2.31b)) (1) = 0, and so the integration constant ¢ must be 0. From
(2.31al) we also find that I'(1) < 0.

We now define the information entropy of an ensemble (i.e. a pdf) as
the average of I(p). Suppose the set E contains exactly K elements (i.e.
|E| = K), then:

k
Sr(p1, - pp) = {(p1)) = —|I'(1)] Zpl- In p; (2.31e)
1=1

We will show that in order for (2.31€) to be compatible with (2.28) and
(2.30) we have to choose:

I'(l) = —kp
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Thus (2.31€) becomes:
k

S]<p1,...,pk> == <[(pl)> = —kB Zpi hlpi (2.31f)
1=1

Or, in the continuum case:

Silp] = ~ks [ dT p(Q,IP) In p(Q. P) (2.31g)
Since lim, o x Inx = 0, we define, by continuity, 0In0 = 0.
We now show that agrees with the Statistical Mechanics entropy (2.30)).
e Microcanonical case. The microcanonical ensemble is given by:
Lig.evoe)(H(Q,IP))
JrdU e 456 (H)

pMC(Q7 ]P) =

The information entropy is then:
Lig g45)(H)

Stlpvc] = /fB/ dr T Lp o100 (F) Inlie erse —1H/rdrﬂ[s,e+55](H)] =

Note that Ne ¢ys56) In e gy 5] is either 1log1 = 0 if (Q,P) is inside the
energy shell, or 0log 0 = 0 otherwise. The logarithm of the integral does
not depend on the integration variables, and so can be factored out:

Jr AU o757
=kp |l dl'l H .
B [n /r e.e+56)( )] [P P—

— kp m/rdr]l[&gw](ﬂ) = kpInQ(E,V, N) + kg In 6&

J/

~~ Irrelevant constant
Q& V,N)OE

leading to (2.30]) up to a constant, which is irrelevant, as only differences

in entropy have physical meaning.

o Canonical case. The canonical ensemble is given by:

1 A
- SH(Q,P) — BHQP) _ —BA(T,V,N)
pc(Q,P) T, ’N)e Z(T,V,N) /rdFG e

where A(T,V, N) is the Helmholtz free energy.

The corresponding information entropy is then:

Silpd = —kp [ pe(Q P)np(Q.P)dr =

1 1
= — I'pc|—PH Al==(H).— =A
kp [T pel=BH + BA] = Z(H)e —
Recall that:
A= (H).—TS. =
and substituting above we obtain:
SI(pc) =5
where:
0A
S(T,V,N) = ——
C( 9 9 ) aT
What is the max Sy(p1,...,pr), given >_;p; = 17 (Lesson 15 of
15/4/20)
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2.5 Information Entropy and Ignorance

The definition we gave of information entropy in the last section, as the average
“surprise” of data sampled from a distribution, may seem quite arbitrary and
contrived.

In fact, more in general, we can interpret S; as a measure of the amount of
ignorance or uncertainty contained in a probability distribution. In other
words, if Sy[p] is maximum, then p possess the least amount of bias.

While it is not easy to exactly define what we mean by “ignorance”, we can still
find some key properties any ignorance-measure should have, and use them to
fix the functional form of S;.

So, let’s suppose Sr(p) to be a measure of the uncertainty of the discrete
distribution p = (p1,...,pq), with ZZQ:l p; = 1. We require the following 3
properties:

e Uniform distribution = maximum ignorance, i.e.:

1 1
S[ <Q77Q> > SI(p17"'7pQ> (232)

for all p that are non-uniform (i.e. such that not all p; are the same).

Clearly, if not all p; are the same, then some states are more probable than
others, meaning that we possess some bias towards them. The uncertainty
is maximum for a uniform distribution, as in that case we have no bias
towards any state at all.

o Impossible events do not alter the uncertainty:

Sr(p1,---,pa,0) = Si(p1,...,pa)

If a state is never visited, then it makes no difference on the amount of
knowledge we possess about the distribution.

* Rule for updating knowledge. ...

2.6 MaxEnt Principle

The main idea of the MaxEnt principle is to find the most general probability
distribution compatible with a set of constraints - i.e. conservation laws
or measurements - by maximizing the information entropy S; subject to
these constraints. As Sy can be interpreted as a measure of ignorance, the
MaxEnt principle merely suggests to choose the most “unbiased” distribution,
i.e. the one with “just enough information” to satisfy the constraints, without
containing any further assumption.

In Statistical Mechanics, when constructing a macrostate we may control only
a few macroscopic parameters {O;} - i.e. the energy, the volume, etc. Still, the
majority of the system’s degrees of freedom are not under control: we cannot
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choose the exact microstate the system will be in. At any given moment, the
system is in a single definite microstate - but we do not know which one. Thus
we assign probabilities to each microstate, expressing our degree of belief about
them] i.e. how much we suspect that a certain microstate may be the “real”
one. There are many possible choices for these probabilities. For sure, they
must be compatible with our previous observations {O;} - and so any microstate
which would lead to some different value for the measurements must have a
probability 0. Apart from this, our assignment of probabilities will be arbitrary.
However, note that many possible choices of p;, while compatible with the
observed {O;} are biased towards some measurement values B; that we do not
have under control. MaxEnt tells us to choose p; such that this bias is removed:
if we have not measured any B, then the p; we choose must weigh each possible
value of B; equally, i.e. mazimize our ignorance about any other observable
which is not under our control. Practically, if we have fixed energy and volume,
we know nothing about pressureﬂ and so we must choose a microstate pdf (i.e.
an ensemble) which treats all possible p equally.

MaxEnt and Bayesian statistics. MaxEnt is often used as a way to construct
prior distributions, encoding all the “available” knowledge about some system.
Then, in the framework of Bayesian statistics, subsequent observations can be
used to “update” the prior pdf through Bayes theorem, allowing inference (or
learning) from data.

2.6.1 Single constraint: probability normalization

Mathematically, to maximize a function (S7) subject to some constraints we
use the method of Lagrange multipliers.

Brief refresher of Lagrange multipliers. Suppose we have two functions
F,g: R? = R, with F(2,%) being the function to maximize, and g(z,y) = c €
R a constraint.

A stationary point (zg,yp) of F' subject to the constraint g(x,y) = c is such
that if we move slightly from (zg,y0) along the contour g(z,y) = ¢, the value
of F(z,y) does not change (to first order). This happens if the contour of F
passing through the stationary point F(x,y) = F(xg, yo) is parallel at (xg, yo)
to that of g(z,y) = ¢, meaning that at (zo,yp) the gradients of F' and g are
parallel:

Vg = AVpa AeR
(Here we assume that V; ,g(xo0,y0) # 0). Rearranging:
Vx,y(F(xa y) - )\g(l',y)) =0

Together with the constraint equation g(z,y) = ¢, we have now 3 equations

Aln the Bayesian sense
'I xcept in the ideal gas case, but here we are talking in general
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in 3 unknowns (z,y, A) that can be solve to yield the desired stationary point
(%0, Y0)-

This procedure can be extended to the n-dimensional case F'(x), with d con-
straints g(x) = (g1(x),...,94(x)) = (c1,...,¢q) = €

d
vamw—szwozo
=1

The parameters A = (A1,...,\y) are called the Lagrange multipliers.

For example, consider a discrete distribution over a (disjoint) partition of state-
space ) in K states {A;};—1, k, with P[A;] = p;. Without further knowledge,
the only constraint we have on the {p;} is the one given by normalization:

K |
pi=1
i=1

We choose {p;} following the MaxEnt principle:

max  Sr(p1,...,PK)

p: Y, pi=1
which is solved with Lagrange multipliers:
0 i 0 &
0= Ip; (Sf(p) + A;pz) = —kp lﬁpj i;pz‘ logpz‘] + A=

K
1
= —kp [Z 5ij lngj +p¢5ij] + A=

i=1 Pj
:—k:B(logpj+1)+)\:0 Vi=1,...K

Rearranging:
A A .
Inp; =-——1=p; =exp|-— —1) = constant Vi=1,...,K
ka k‘B

Then by imposing the normalization:

K
A A 1 1
ek (_921@ (_Q:@.:
;pz exp kg exp i I D; e
~—_———
Dj

As expected, the “most ignorant” distribution over n states is the uniform
distribution.

Interestingly, note that the maximum entropy is given by:

K

1.1 1
Si(p) = —kp S —In— = —kpK—(—InK) = kpln K

. 1(p) B;KHK B (= K) = kpn

o In “Volume of space of possible events”
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2.6.2 Multiple constraints

In general, we will have some additional constraint on the {p;}i—1 . . For
example, suppose we have m functions {G(“)}a:Lm,m, each assigning some

value to each state: Ay — G (4,) = Géa) € R. As each state Ay is chosen
with a probability pg, the G(@) are random variables.

Suppose we have a collection (data) of states sampled from the (unknown)
distribution {p;}, and we measure the averages of G(%) over such collection,
obtaining:

<G(a)>da‘ta = g(a) a=1,....,m (2.33)

We want to determine the {p;} that are compatible with those measurements:
K

g9 =G a=1,....m (2.34)
i=1

without adding any “unnecessary” hypothesis other than the constraints (2.34]).

Applying the MaxEnt principle, we choose the p = (p1, ..., px)’ that maximizes
Sr(p) while satisfying the m + 1 constraints given by:

K
ZpiGga) = ¢\ a=1,....m (2.35a)
=1
and the normalization:
K
Yopi=1 (2.35D)
1=1

This can be done by using m + 1 Lagrange’s multipliers, one for each of the
(m 4 1) constraints ([2.35a2.35b|). So, the maximizing p,,,, is chosen such that:

) m K u K
Prnax 5. 0= - — SAp)—ZAaZpZ-GE)—AZpZ-] Vi=1,... K
a=1 =1 =1 P=Dyrax

3]7]'

g(a)

If we let Gl(-o) = 1 and A\p = A, then we can write all the constraints with a
single sum:

o m K (a)
Pmax - 0= 67 Sf(p> - Z >‘a szGl (236)
pj a=0 =1 P=Pmax
Inserting the expression for the Shannon entropy in ([2.36)):
K
Si(p) = —kp>_pilnp;
i=1
leads to:
m o mooy @
—k (ln '+%) SN G =g = pmax — g [ =20 1§ Zegl
B p] p{]/ ;) a~'j p] p kB azz:l kB j
(2.37)
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We can immediately determine A\g from the normalization condition:

And so:
K m )\ () < )\0
Z(A) = -y 22agi = 1+ > 2.39
(A) jZ_:lexp< ; LG exp I (2.39a)
max = () = oy dagle) (2.39)

with A = (A1,..., Am)T.
To find {Aq}a=1,....m we need to impose the constraints ([2.35a)):
1 K

p_zpmax j mz( )Z ( eXp( Zk;BG )Z (240)

Note that the sum looks like Z(\), except for the factor G % that can be
“extracted” by differentiating with respect to A\, and adjusting the constants:

kg 0 & " X @\ ks 0 B
= I 5 (‘ 20" ) T Tz N

k»./—\

j=1 a=1
Z(\)
Which can be written as the derivative of log Z(\):
0
@), = —k A 2.41
(G =~k Z(N (2.41)

Thus the A are the solutions of the following equations:

= g M2 (2.42)

We can rewrite this system as an optimization problem, i.e. see A as the
minimum of some function h(x):

Vzh(x)

=0 2.43
o (2.43)

This is useful, as it is computationally easier to find a minimum than solve the
non-linear equations ([2.42]).

In practice, we start by rewriting (2.42)) in vector form:

g = —k?BVA In Z(}\) (244)
and bring both terms inside the gradient:
0=Vilg-A+kplnZ(A)]
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It is also convenient to divide by kg, so that the arguments inside the brackets
become dimensionless:

0=V, [” +kpln Z(z) (2.45)
kB
N -~ Jz=x
h(z)
So, we define:
h(z) = gki +kpln Z(z) (2.46)
B

And clearly (2.42)) are equivalent to the minimization problem ({2.43)), by con-

struction, i.e.:

oh
oz, @)

LO@ = —k 4

InZ(x)

r=A

Legendre transform. Note that h(x) so defined is the (non-standard) Legen-
dre transform of In Z(x) with respect to «.

Recall that the Legendre transform of a convex function F(z) is given by:

H(s()) = as(x) = F@)  s(z) = S ()

This definition is best remembered when rearranged in a more symmetric form:
H(s)+ F(x) = xs

with z and s being conjugate variables, i.e. ?TI; = s and %{ =31

The definition naturally extends to the multidimensional case:

H(s(z)) =z s(x)— F(x) (2.47)

Let{ F(x) = In Z(x), then the gradient of F'(z) with respect to & leads to the
following conjugate variable g, according to ([2.44)):

~9 —Vv,.InZ(x)
kp

So the Legendre transform of F'(x) with respect to @ is given by applying the

definition (2.47)):

hwwnz—;,w—mﬂ@

Often, in Statistical Mechanics, we redefine the Legendre transform as its
opposite h(x) — —h(x), so that the annoying — signs are removed:

h(z) = ]i-m+1nz<m)
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We call such Legendre transform h(x) non-standard, in the sense that it has an
added —, as if the definition were:

—H(s(x))=x-s-x— F(x)

he convexity of F(x) is proved below

All that’s left is to show that h(x) has at most one minimum corresponding to
the solution (2.42)), meaning that everything is well defined. The proof proceeds
in two parts:

1. We prove that h(x) is convex in general, and strictly convex in all the
applications we are interested in.

2. Then, we show that a strictly convex function has at most one minimum.

Proof. For the first step, we proceed by direct computation of the second
derivative:

0%h 0? 0 1
00Ty z) 0x,0x) nZ(x) 412) Oz, (G >k‘B
Num
K
0 AG
o x¥ew)
@a0) Oxgkp & A-G; -
394 2 e (-*52)
Den
With G = (Gg-l), e ,Gg.m))T. To compute the derivative, we split the fraction
as A/ B=A-1 / B and apply Leibniz rule:
)\'Gj K (b) )ij i K (a) )\'Gj
/ ZG eXp( ki ) ];GJ‘ eXp(_ kp )/kBjZle eXp(_ kp )
k‘B A-G, G A-G, K A-Gj
e (-7) veo(-207) Yoo (1Y)
Den e Num 2o i =—"e e
]' a a
= % [<G( )G(b)>p - <G( )>p<G(b)>p} -
]' a a a ) a
= k%KG( )G(b)>p - <G( )>p<G(b)>p + <G( >>p<G(l)>p <G( )>p<G(b)>p] =
1 a a 1 a
= %QG( = (G )[GY = (GO = kTCOV(G( )0,

This means that the Hessian of h(x) is, up to a constant, the covariance matrix
of the observables {G(“)}azl’m,m which is positive semi-definite, meaning
that h(x) is convex.

In fact, let G = (G —(GW), ..., G — (G be the vector of 0-mean
observables. Then the covariance matrix can be written as (GGT)p. For any
vector w € R™\ {0}, we have:

w (GG w = (W GGTw) = (w' G(w'G)T HwTGH (2.48)
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Where w’G is a scalar, and ||-||* is the Ly norm. (2.48) proves that the
covariance matrix is positive semi-definite.

Note that equality is reached if and only if:

2 m
<HwTG’H )p = Varp(w? G) = Var,, (Z waG(“)) =0
a=1
for some vector w € R™ \ {0}. This means that a certain linear combination
of the observables has variance 0 - i.e. it is constant. As this rarely happens in
a reality, we can assume the covariance matrix, and thus the Hessian of h(x) to
be positive definite, meaning that h(x) is strictly convex.

We can now deal with the second part of the proof. Consider a scalar function
(for simplicity) f: R — R which is a strictly convex, and has a local minimum
at x1.

Suppose that zg is a local minimum too, with x; # z9 and f(z1) < f(x2).

Then by definition of (strict) convexity:
F(ha1 + (1 — h)as) < hf(z1) + (1 —h)f(za) O<h<1 (2.49)
As h is positive:
f(a1) < f(z2) = hf(z1) < hf(x2) (2.50)

Substituting (2.50) in (2.49) leads to:

flhzy + (1= h)xa) < hf(z1) + (1 —=h)f(z2) < hf(r2) +(1—h)f(x2) = f(z2)

meaning that:
f(hzy + (1 —h)xe) < f(x2) Vh € (0,1) (2.51)

However, 2 is by hypothesis a local minimum, and so there is a neighbourhood
D of x9 such that f(z) > f(z2) Vo € D\ {z2}. This contradicts when h
is sufficiently close to 1, meaning that xo cannot be a local minimum of f(x)
which is distinct from x1. So, f(x) can only have up to one minimum, which
concludes the proof. O

Once we have found the A, we can finally compute the maximum value of S7(p):

K

SHE™™) = —kp 3 " log " = 252
j=1

N S ey I TR0 /iAG 2| =

2.@& B/:1Z<A) P a=1"B -

In the first term we exchange the sums to recognize (G(®):
1 SEP0 & Ao (o)
%z N2 e ( SoAeg) 4 (2.53)
£40): Ao (G

7

Maximum
constrained entropy



K m )\a (a)
> exp (— Z %Gj >

J=1 a=1 .
+kpln Z(\) 7 =
1
=kpln Z(A) + 3 A (GW), = S(A)
a=1

2.6.3 Types of constraints

In the previous example, we met two different types of constraints:

« First class (soft constraints), as the ones in (2.35a)). These correspond
to observables G(@ that are fixed on average:

K
S G = g (2.54)
=1

One example may be the energy of a system in thermal equilibrium with
the environment. The total energy is strictly conserved - but many different
partitions are physically possible. However, on average the smaller system
will have a definite energy, which can be experimentally measurable.

We denote with A = (Aq, ..., >\m)T the Lagrange multipliers corresponding
to the constraints 1} i.e. the conjugate variables of the ¢ . In fact,

recall from ([2.42) that:

0
Ja = <G(a)>17 = —kp

O

mZA)  a=1,....m (2.55)

« Second class (hard class), such as the probability normalization con-
straint (2.35b]). These correspond to ezxact conservation laws, that are
satisfied at all times with no uncertainty:

hy, < const. b=1,...,n (2.56)

For example, in an isolate system the energy, volume and number of par-
ticles are strictly fixed to £, V and N. We denote with v = (y1,...,7a)"
the conjugate variables of the hy, which are defined following (2.42) as:

0lnZ
Mo = kBW (2.57)
In general, the entropy S will depend on both kinds of constraints:
m
S(Ah) =kpin Z(A h) + 3" A\ (G@), (2.58)
a=1

Let’s consider an infinitesimal change A — XA+ d\, h — h + dh. The entropy
change dS is given by its differential:

mo 9] " 9z m m
dS =3 k== dda+ ks 82 dhy+ 3 A A(G@), +3° (GY AN, =
a=1 ¢ b=1 b a=1 a=1 ~—~—
N’ . a . gla)
B3 —g@ B59): W R-A0): dg') 209

(2.59)
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n m
=3 wdhy + Y A dgl@
b=1

a=1

If GO = H, the system energy, we call A\; = 1/T and:

gV =(H),=U (2.60)
From ([2.59):
AU =TdS — [T 2_:2% dg(® +TZ:% dhb] = 0Q + oW (2.61a)
5Q a= b=1 |
SW

which is the first law of thermodynamics.

If hy = H = U (fixed) then we identify v; = 1/T and again from equation
2.59):

m m
dU = TdS — [T Y Aadg @ +T S dhb] = 6Q + §W (2.61b)
v —
(SQ o a=1 b=2 |
W

which is again the first law of thermodynamics. Thus £ = £(g, h) and:

toee 108
Tago = " Tan

Summarizing, in case (2.61al) we have a > 2, b > 1 and A\; = 1/T, while in
(2.61b)) we have a > 1,b> 2 and 7 = 1/T.

Equations (2.42)) and (2.57)) are, respectively:

9\ =(G) = —kpzh-In Z(A h)

Ao = (2.61c)

(2.61d)
W = kpgp- I Z(A h)
And from ([2.61c)):
o€ olnZ
if hy =V 9 e P Ty=P = kgToo (2.61¢)
v oV
o€ olnZz
if hy = N ~=pu=>Typ=p = kT
if hy, on —h= T = o= Ty
If g = H, then:
0 0
HY = —-kp—InZ=——InZ
) Po(1/T) 93
If ¢ = N, then from (2.61c) we have:
o€
—Thg = — = 2.61f
2= g =M (2.61f)
and so (2.61d)) implies that:
(N) = —k ian—k Tgan (2.61g)
o T T Ve
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Exercise 2.6.1 (Linear combination of constraints):J

Show that if we have an extra constraint that is a linear combination of the
other ones, i.e.:

Gm+1) Z oG (2.62)

then \;,+1 = 0. In other words, redundant constraints are “not needed” to
find the solution.

However, if GU1Y s non-linear, then in general Ap41 # 0.

Solution.
Let {p™a*} = (p7a*, ..., pRa)T he the probability distribution satisfying a
set of m constraints:

(GD) s = ga(p™) meaxa a=1,....m (263)

for some g = (g1,...,9m) € R™, such that S7(p™?*) is maximum. In other
words, (p™a*, A™*) is the solution of the system:

vy AV
1 azl o (p) (2.64)

9.(P) = ga YVa=1,...,m

Let’s introduce another another constraint which is a linear combination of
the previous m ones:

a1 (GDY 4 -+ + ap(GUY = argy + -+ + Qngm (2.65)

with a = (a1,...,am)T € R™\ {0}. Clearly (2.65) is immediately satisfied
by p™* because of (2.63), and so adding ([2.65) does not lead to a different
solution for the pdf.

In this case, the first K equation of systems ([2.64)) become:

VSI(p> = Z /\ana(p) + A1 ng+1<p) =
a=1
(_—) Z AaVga(P) + Am+1 Z @ Vga(p) =
@) q=1 a=1
= > (Aa+ @Ami1)Vaa(p) (2.66)

o
I
—

where in (a) we applied the linearity of the gradient:
m
gm+1(p) = X dafa(p)

m m
=>ng+1(p) =V Z @aga(p) = Z aana(p)
a=1 a=1

80



which works only because the constraint g,,+1(p) is a linear combination
of the other constraints in the first place.

As p™#* has not changed, also V.S7(p™®) remains the same, meaning that
we can directly equate the right hand sides of and , evaluated
at their respective solutions (p™&%, A™**) and (p™ax, /™)

m

m
AT g (P) = 30 (N g X Vg (p7)
a=1

a=1
One immediate solution is given by A[™a% = \* with ¢ = 1,...,m and
Ama¥ = 0 - which is the one we expected.

Note, however, that this solution is not unique. For example: N ™8 =
AP — NI with @ = 1,...,m is a solution for any value of A% € R.
This makes sense, as the system is overdetermined. Moreover, the linear
dependence of the observables {G (a) }a=1,....m+1 makes their covariance matrix
singular, meaning that it isn’t positive definite (but positive semi-definite),
and so h(x) (2.46]) is convex and not strictly convex, thus it may have more

than one minimum.

2.7 Variational Statistical Mechanics

All the ensembles from equilibrium Statistical Mechanics can be derived by
maximizing the information entropy Sy(p) with some appropriate constraints.

2.7.1 Derivation of the MC ensemble

We start our discussion with the microcanonical ensemble, describing an
isolate system with fixed energy &£, volume V' and number of particles N.

As we did in section [I.3] we construct the microcanonical distribution pyic

through a limiting process. In particular:

1. We consider the energy H(Q, IP) fluctuating in a small interval [€, £ 4 6&],
with € — 0. In other words, only the phase-space coordinates (Q,P)
corresponding to an energy H(Q,P) “sufficiently close to” £ are allowed:

HQ,P) €[, 406 =T

2. We discretize the phase-space I' in 6/NV-dimensional non-overlapping cells
¢ If [ is sufficiently small, i.e. when its volume |¢;| ~ 0, then any
function f(Q,P) will be approximately constant for all points (Q,IP) € [¢],
and so we evaluate it at the cell’s centre (Qy, IP;).

For example, the energy H(Q,P) becomes:

H(Q,P) = H(Q;,P;) + (negligible) terms when |¢;] =0  V(Q,P) €

For simplicity, let’s denote H(Q;,IP;) = H; (and similarly for other func-
tions).
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Consider the probability distribution py(Q,P) of microstates. For |¢;| = 0, it
is (approximately) constant inside each [¢j], and equal to p;. Moreover, it is
non-zero only for [¢;] corresponding to energies inside Z. Putting everything
together, we can write:

1 I
pa(QP) = > Ng(QP)lz(Hi)pi 1 (Q,P) = Q) €
[Caer 0 otherwise
(2.67)

So the average of a generic observable O can be computed as:
O)a = /r P*NQAVP p4(Q,P)O(Q. P) =

PBVo BN
_ QENP Y 1 (Q, P)1 QP
HZGF Q. P)Iz(H;)piO(Q, P) =
= 3 pilla(H) [ PNQANP g (Q,P)OQ,P) =
[GileT T
— 3 pidlg -)/ BNQANP 0
2) mzer % 7 \ ) 7
|
= Y lailpiOilz(H;) (2.68)
[CileT
where in (a) we considered O(Q, IP) equal to the constant O; = O(Q;, IP;) inside
the cell [¢;).

—

If we let O = In py, then Sy[pg] = (O)g4 is the information entropy of the pdf:

Silpd =~k [ VQA™P py(Q.P) In pu(Q. P) = (2.69)
= —kp Y 1z(H)lcilpilnp; = —kp Y |cilpilnp; (2.70)

(12.68) .Er er

H;eT

The only constraint that is left to impose is the normalization:

- /d3NQd3N]de<Q P) = (1)4 S lalz(H)pi = 3 il

!
35

5 s S
H;eT
(2.71)

So the values {p/"**} that maximize Sy[pg] subject to are the solutions
of the Lagrange equations:

0
0=7- hﬂixokaJz%ﬂmww Dlesl = dole;

P [CileT

H;eT

Rearranging:
max __ )\0 —
P =exp | —1— —— ] = const. (2.72)
kg
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And so, by applying the normalization ([2.71)):

1
Z|Cl|pmaxi1:>pmaxz|Ci|;1:>plr'11axz Eﬁ
61" 61" ZGF |C’L|
H;eT H;eT Hiel
Equivalently:
1

> el == (2.73)

[Cilel P

H;,eT

In the limit max; |¢;| — 0, the left hand side of (2.73) tends to the integral:

/r d3NQd3N1PﬂI(H(Q,IP)) QE,V,N)
)

ag.??

while the right hand side remains the same constant, so that:

1

5E-QE,V,N) = (2.74)

S

Where:

3N 3N
—

We can finally compute the entropy at the maximum:

)_ 3N 3N
—/rd QA*NP §(H — &)

Silp] = —kp /r T plnjp = —kp 1nﬁ/rdrp — _kplnp (2.75)
1
Which in the limit max; |¢;| — 0 becomes:

1
0E QE,V,N)
kpInQ(E,V,N) + kplnd€
N——

Irrelevant term

S [piinax] _kB In = kB ln(55 . Q<87V7N)) =

which corresponds exactly to the microcanonical entropy in Statistical Mechanics,
up to a irrelevant constant, which is not a problem as only differences in entropy
have physical meaning.

Similarly, we can use ([2.74)) to rewrite the average (2.68|) as follows:
> |eilOilz(H;)

[CleT 1 3N 13N
O)q = [N NP OQ P)r(H
(O S ez (Hy)  maxilal-0 6EQ(E,V,N) Jr (Q.P)1z(H)
[CileT
(2.76)
3N 3N
P P)o(H —
5e—0 Q)(E, V N) /d Qd 0@ P £)
(2.77)
which is again equivalent to the previously obtained results (L.40] pag. [32)). (Lesson 17 of
16/4/20)
3 Compiled: January

28, 2021



2.7.2 Derivation of the C ensemble

In the case of the canonical ensemble we do not need any limiting procedure,
as we are not dealing with a “infinitely thin” hyper-surface of constant energy,
meaning that Dirac Deltas appear and all functions are well behaved.

So, let’s consider a system with fixed volume V' and number of particles N that
is put in thermal contact with a larger environment at a fixed temperature
T. As energy exchanges are now possible, the system’s energy H will not be
conserved. However, experimentally, we see that at equilibrium the average
value of H is well defined, with Var(H) vanishingly small.

We represent this situation with a constraint of the first class (2.35al):

UL ) = [ #YQdEVP HQ P)p(Q P) (2.78)
r dr

And the usual normalization constraint (second class):

= /rdl" (Q,P) (2.79)

However, now we are dealing with a continuous pdf p, and not discrete proba-
bilities p; or p; as seen in the previous cases, meaning that we need to introduce
some results from the calculus of variationd’]

In fact, the information entropy St is now a functional, i.e. a mapping between
functions (which, in this case, are pdfs over phase-space p: I' — [0, 1]) and real
numbers, defined by:

Silp] = —kp [ ¢NQANP p(Q.P)Inp(Q P) (2.80)

We want to maximize S7[p] subject to the constraints (2.78) and (2.79)). The
method of Lagrange multipliers naturally extends to the maximization of func-
tionals, by just replacing derivatives with functional derivatives.

Recall that the functional derivative (or Gateaux derivative, or first variation)
of a functional F evaluated at p is defined as:

T7—0 T d7'

5 Fp) = (2.81)

=0
where s: I' — R is a “perturbation of p”, i.e. some function vanishing at co.

Thus, the Lagrange multipliers method leads to:
0= 5[S7lp] — M /Fd3NQd3N]Pp-H— )\o/rd3NQd3N]I’p]

The functional derivative is linear (as the usual one), and so we may compute
separately the variation of each term, starting from 6S7[p]:

d
= _kBE/rdr (p+7s)Iln(p+7s) =

=0

(2.82)

= iS(+s)
ey dr T

dS1p]

=0

ee www2.math.uconn.edu/~gordina/NelsonAaronHonorsThesis2012.pdf for a re-
fresher
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= —kB/Fdl" [sIn(p + 75)

7=0
_ —k;B/Fdl"s[1+1D(P)]

d
5)\1/rdl"pH— Alg/rdl"(p—l—fs)H

:Al/dl"sH
T

=0

:)\o/dl"s
T

d
Tp— —/ r
6>\0/rd p=2or [T (p+7s)

Putting everything back together leads to:
! 3N 43N
0= /rd QANP 5(Q.P)[—kp — kg In p(Q, P) — M\ H(Q,P) — Ag|

This relation holds for any possible s: I' — R (that vanishes at 0o), which can
only happen if the function multiplying s vanishes everywhere:

0= —kp —kplnp(Q,P) — \H(Q,P) —
And rearranging leads to:

p(Q,P) =exp (—1 — 2;) exp <—2\;H(Q ]P)) (2.83)

As )Aj is the conjugate variable of the energy, \; = 1/T, and so A\ /kp =
1/(kpT) = (3, which is generally known by experiment (it is easier to measure
the temperature T of the environment than the energy of the system). To find
Ao we only need to impose the normalization constraint (2.79):

14 /rdl"p(Q,]P) = exp <—1 - 22) /rdl"exp(—ﬁH(Q,lP))
) Z(T,V,N)

Ao
:>exp<1—|—k )zZ(T,V,N)
B

Substituting back in (2.83)) we get:

o, _ etHer) -
p(Q,P) = Z(T.V.N) (2.84a)
with:
1 _ [ 3NO 3N p —~BH(Q,P) _ _—BA(T,V,N)
=7 Z_/rd QdNPe —e
From (2.61¢{2.61g) and (2.84a)):
0A 0A
P = _W(T V,N) = aN(T V,N) (2.84b)
olnZz 0
E=(H)=— = —|BA(T,V,N 2.84c¢
11y = ~22Z = L ipA.v.N) (2:84¢)
The maximum entropy is then:
SI[]Z—kB/d pl " o ks —log2) =
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— kg /rdl"T(—ﬁH)—logZ [ar®——| =
1
|
= —kp(—p(H),—logZ) = —=kp(H), + kplog Z =
kT
H
= <T>+k;BlogZ

Exercise 2.7.1 (2):}

Fix the correct constants for the volume element dT' o< d3VNQ A3V P and the
case of identical particles.

Solution. As only differences in entropy are physical, Z is defined up to a
multiplicative constant. So we can divide the volume element dT' by A3V,
making it dimensionless. In this way, Z becomes proportional the number
of cells of hyper-volume k3N occupied by the ensemble in phase-space (this
choice can be fully motivated by quantum mechanical arguments, as it
amounts to a “quantization” of T').

Moreover, to resolve the Gibbs paradox, we need to count all permutations
of identical particles as one. So, for a system of N particles, this amounts to
rescaling dI' by N!

At the end, the final definition of Z(T',V, N) becomes:

dSNQdSN]P B
Z(T,V,N) :/rithN! e~ BH(QP)

2.7.3 Derivation of the G-C ensemble

In the grandcanonical ensemble we consider a system exchanging both heat
() and particles 6 N with a larger environment. Let’s assume, for simplicity,
that all particles are identical.

At equilibrium, it is experimentally observed that the average number of particles
(N) inside the system is fixed to a certain value A/, and does not fluctuate
much. This is similar to what happened with energy in the canonical ensemble,
and so we need to add a similar soft constraint:

(Hy) = &; (N) =N (2.85)
where:
2
Hy(Qn,Py) = H;’L’/ +U(Qy) Qun,PyeR?™

is the Hamiltonian of NV particles interacting with with the potential U.
We search for a distribution py(Q,P) such that:

dT y Probability to find N particles of the system with
on(Quy, HDN)W = coordinates within a volume element (2.86)
Nh d3NQuy d3N Py = dI'y in phase space
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The normalization constraint (2.35b]) is:

= (1)gec. (2.87)

whereas the constraints in ([2.85) become:

ATy

3N (2.88a)

= (Hy) = Z/ pn(QN,PN)HN(QN,PN)3x
N=

= 3 dly 2.88h
= Nz: !PN Qn, P )W (2.88b)

Margmahzed distribution:
probability that the system
contains N particles

The grand-canonical average of a generic observable On(Quy, Py) is:

dI'y

oo
=y / pN(QnN, PN)ON(Qn, Py)
N=0’TN
In the case of Oy = log py the average is the information entropy:
> dl’
Silpgel = —kp NE:O /TN WPN(Q]W]PN) Inpn(Qn, Py) (2.90)

The Lagrange multipliers equations are:

0 £ 0[S1lpg.c.] = Ao(Dge. — M(H)ge. — A2(N)ge] =

With similar calculations as in (2.82)) we get:

dl'y

+>\1HN(QN,]PN) +>\2N) (2.91)

where dpny: I’ — R is a “perturbation” of py.

Equation (2.91)) holds for any dpy, meaning that the expression in the square
brackets must vanish everywhere:

i
0=kp+Ekplnpn(Qn,Pyn)+ X+ MHN(Qn,Py) + AN

leading to:
A +1 A A
pN(Qn,Py) = exp (— L ) exp <—1HN(QN,]PN) - 2N>
kp kg kp
1/0

A1 is the conjugate variable to the energy, and so Ay = —1/T. On the other
hand, Ay is the conjugate variable of the number of particles N, and so we
define Ao = —u /T, where p is called chemical potential.
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So we can rewrite py as follows:

pN(Qn, Py) = 1 exp ( — BHN(Qn,Py) + BMN>; B = ! (2.92)

© kpT
Then, from the normalization constraint (2.87)):
| ATy
14 / Py
2y PN QN Pr) sy
1 & dr' y
o) Nz::O /FN N3N P ( — BHN(QnN,PN) + BMN>
Rearranging:
Ao
exp|\l+-— = ®(T7,U7V) =
kp
> dl'y
= NZ_O /FN 738 7y <P ( - 5HN(QN,1PN)> exp(+puN) =
.- dr
= Bu N N _
]\fz_:o[&;/] \FN thN' eXp ( BHN(QN7 IPN))/ (293)
Z(T,V,N)
o
= NZ(T,V,N); z=e (2.94)
N=0

O(T, u, V) is the grand canonical partition function. Z(7,V,N) is the
partition function of a canonical ensemble of N particles in a volume V at
temperature 7', with corresponding Helmholtz free energy Ay (T,V, N): And
so:

ATy _sHN @y PN) — —BAN(TV.N
Z(T,V,N) = L NN BHNQNPN) = ,~BAN(TV.N) (2.95)

Finally, we can find 7" and p (related to the Lagrange multipliers A\; and A\2) by
imposing the constraints (2.88aH2.88b|), leading to:

N = (N) = k:BTai nO(T, 1, V) (2.96)
&= (H) = _88/8 n®(T, u, V) (2.97)

as it is immediate to verify using the definitions (2.89)) and (2.94)).

The maximum entropy can be obtained by substituting py given by (2.92)) in
the formula for Sy (2.90)):

H
max Si[p] = Sac(T, 1, V) = ke O(T', 1, V) + <T> - %(N)
We then define:

DT, 11, V)= —kpThn® = E —TSqc — pN (2.98)
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Large V' limit
From ([2.94) and (2.95) we have:

e POTIY) — @ = 3 SUN-ATVN)
N=0

Then from (2.61c{2.61g)):

P= 2 o,y

~ oV
(H) = jﬁww, V)] = E(T, 1, V)
<N> = —aiCD(T, [y V) = N(T7 My V)

where the last two equations coincide with (2.96]) and (2.97)).

(2.99)

(2.100)

(2.101)

(2.102)

Since £ and NV in (2.101)) and (2.102)) are expected to be extensive, whereas p

and [ are intensive, we must have that ® is extensive, i.e.:

O(T, 1, V) = V(T 1)

(2.103)

Using (2.100) we have o(T, ) = —P, the grand canonical pressure (since it

depends on p and 7).
Thus we have:

—BPV Ze,BMN—A(Ty,N)
2.01) <
2.08

The large V limit
From ([2.84b)) the canonical chemical potential is:

0
pe(T.V.N) = 5= AT V. N)

which is intensive since both N and A are intensive:

(1e(T,V,N) = pe(T, V) + O Gf)

Exercise 2.7.2 (2):}

Prove the last chain using:

A(T,V,N) = Na <T,]‘\/[> +O(InN)

as was shown in chapter 2.
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In we can replace the sum > %_ with an integration [;°dN as the
leading contributions are the large N, and we can verify “a posteriori” that
if V' is macroscopic, then N/V — const. when V' — oo. Then, applying the
saddle-point approximation:

—f® = BP(u, T)V = B[luN — A(T,V,N)] + O(InV)

and so N is such that:

0

1
Then:
PV = MN—A(T,V,N)

with N satisfying:

o
H=oN In=n
Finally, from (2.102)):
0 0
N = (N) o> = 5,
-0 ON
=N+ o5 (N - AT, V,N)) N=§ O =N
=0

What remains to be proved is that this is really a maximum, by computing the
second derivative.

2.7.4 Remark on the Legendre Transform

We saw that the Free energy A(T,V,N) is the Legendre transform of the
energy with respect to the entropy:

d€ = —PdV +TdS+ pdN (2.105)
<85) —£-TS (2.106)
IS/ vn
Then we solve for S(T',V, N) and write
L AT, V,N)=E—TS (2.107)
dA=—-PdV —SdT + pdN (2.108)
814)
- = 2.1
<8N — (2.109)

And we solve for N(T', u, V). The Legendre transform of A wrt N (or equiva-
lently the Legendre transform of £ wrt both S and N) is:

DT, 1, V) =A— Ny (2.110)
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d® = —PdV — Sdt — Ndu

(2.111)

Note that @ is extensive since A and N are, and so ®(T, u, V) = V(T ).

Then:
8CI>>
_p—(Z= — (T
<8V - (T, )
O(T, 1, V) = —P(T, )V

where P(T, i) is the grand-canonical pressure.

{Exercise 2.7.3 (4):}

Determine @ for the Ideal Gas and show that:

which is the equation of state in the GC ensemble.

2.7.5 Fluctuation of the number of particles

This is related to the correction of the saddle-point approximation.

BPV = 3 SUN-PATV.N) _
2.94] N
2.98
Nu-BAT,V,N (N = N)?
V1 20%

where:
2 2 A\
k= -9P = (355s)

Since from exercise 3 above we have:

v
A(T,V,N) = Na(T,v)+ O(In N) V=
(In the following the subindex ¢ refers to “Canonical Ensemble”).
(9214) 0 { 3@} v? 0 v3 0%a
(azv? s oN " Yoy ‘]\7 v auhe >‘@ V 902
—_——
%EN(!(TW)
_ v3 OPo _ E
N V ov lv=o Y= \%4
where we have used:
p - _oA_ Oa
¢ ov. - v
From equations (2.115)) and (2.117)) we have:
kgTV _kpT o 1
2 B B N
o = k = N k :> — X —
N= g v VN VN
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(2.113)

(2.114)

(2.115)

(2.116)

(2.117)

(2.118)
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where:

kr

o (—%}:c (T,@)_ (2.120)

v

is the isothermal compressibility.

{Exercise 2.7.4 (5):}

Show that in the special example of the Ideal Gas we have:

kT
kr(T,v) = -2 (2.121)

v

In chapter 2 we found the energy fluctuation in the canonical ensemble to be:
2 2 2 (o 1
or = ((H—(H = kpT“Cy(T,V,N) = — X —— 2.122

where Cy is the heat capacity (< V).

Equations and are two instances of the famous fluctuation
dissipation theorem (another instance is the Einstein relation we found in
chapter 4).

In both cases above we see that the fluctuations o /(N) and o€ /(H), ((H) < N)
tend to 0 in the thermodynamic limit unless the isothermal compressibility and
the heat capacity diverges. Typically this is what happens at a phase transition
as we will see in the next chapter.

2.7.6 Absence of macroscopic motion in equilibrium

The MaxEnt principle allows us to prove that in equilibrium there cannot exist
macroscopic motion of matter. Indeed, divide the 3D system in macroscopically
small regions such that at stationarity the part of the system occupying the
j-th cell has a momentum p;, a mass Mj, a total energy &; and thus an internal
energy:

- E]Internal

and an entropy:

Figure (2.4) — Each macroscopic region of the system at equilibrium shares the same
momentum and angular momentum.
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We assume that the volume of the cell is fixed and also the number of particles
that it contains (thus we will not display their dependence in S;). If interparticle
forces are short range, the total entropy is:

P2
S = ZS ( 2Mj> (2.123)

The system is isolated and so:
Y& =& Ypij=P Y rixP;j=1L (2.124)
J J J

are conserved but otherwise undetermined. Assuming the MaxEnt principle we
have to maximize S wrt p; under the 7 constraints (2.124), and so we have to
determine the stationary conditions for the following system:

2

P;
Fxa (55 ) s T e ers
J J

OF a8; P? )
v F-O@iS' 5'—P—j2 &—a—kbxr- (2.126)
Pit TR T\ 2M; Mj ’ '
T
P;
vj=—-=(a+bxr;)T (2.127)
M;

which tells us that all parts have a common uniform translation velocity aT’
and a uniform rotatory motion with angular velocity (3 = bT'. Thus the system
behaves like a rigid body as far as the macroscopic motion is concerned.

He? is exceptional since it cannot rigidly rotate.

Figure (2.5)
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r; :R—I—r;

vi=7; =R+, =V+Oxr,=V-QxR+Qxr;
— —
aTl bT

2.8 Non Equilibrium Entropy

May we define the entropy in non equilibrium like we did in (?7?).

Silo(t)] = ~kp [ dT p(Q. P, ) In p(Q, P, 1) (2.128)

where the non-equilibrium probability distribution is time independent and, of
course, satisfies the Liouville Theorem (77, ch. 5):

QP =-% [ L@rs P - Leryg QP -

«
(2.129)
with a given initial condition p(Q,P,t = 0).

Let us consider our paradigm of irreversible transformation:

Tl Lot

Tree 3 N LxPeotyem

Figure (2.6) — Irreversible transformation: free gas expansion.

and let us calculate dS7 / dt using (2.128) and (2.129)) (compare with exercise
5.7 of Sethna).
For a generic functional F' (St is a particular instance):

= [ F(p@P.1) @VQdNP (2.130)
dr
we have:
d B 2
th[]:/a—f( (Q,P, 1)) dr—/drf a:_ (2.131)
/drf Wy V= /der
([ 9p Op 6N
Vp—(aqa 5pa> e R (2.132)
_(0H 9H\T v
V= <apa’_aqa> e R (2.133)
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Notice that:

0 OH 0 8H)
-V = — = 2.134
vy za: (aQQ Opa Opa 0qq 0 ( ’ )
SV V=V (fV)- V-V = V(fV) (2.135)
Thus becomes:
;tF ~ [ATV(V) = = fgppe dEVF =0 (2.136)

in I at co

In our case f(p) = —kpplnp. Since [pdl =1, then p — 0 when Q,P — oo
and so f(p) — 0 on the surface at co in the last integral. In summary:

d
=Silp()] =0 (2.137)

that is the information entropy does not change in the irreversible process of
the free expansion (and any other process!).

This is because p encodes full information about the system, and during the
deterministic evolution we do not lose any of it, meaning that our ignorance
does not rise.

If we discard some of the information, we will see the entropy rise. For example,
consider the marginal probability distribution pp(Q,t), and suppose it evolves
as a diffusion process:

pp(Q,t) = DV?pp(Q,1) (2.138)
We now compute:
dvtSt[pp(t)] = —kp— /pd In pg d3NQ =

Jpp Opg 1
:—/fB/[hl pa+ paL?

3N
om0

Note that the last term:

0 0
—kp [ 4NQ5op(@ 1) = —kpg; [ YQpp(@0) =0

=

Thus:
d . 3N 8 .
ESI[PD( )] = —k?B/d QapD Inpp = (2.139)
2
- —kBD/d3NQ (V2pp)Inpp = k:BD/d?’NQ(VpD) >0
PD
(2.140)

where we have integrated by parts and assumed that (Vpp)Inpp — 0 when
Q — o0. This is due to the fact that —DV pp is the probability flux and this
has to be 0 at infinity if the probability has to be conserved. Then:

_Q 3N _ 2 SN __
O_(‘%/de Q—D/V,opd Q—D/d): Yo (2.141)
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As expected, now the entropy rises during the irreversible transformation.

Clearly, the diffusion assumption is ad-hoc. To obtain a definition of entropy
for the non-equilibrium case which is truly general we need a different approach
altogether. One possible way is to divide the system in macroscopically small
parts, so that each of them d3r, has a well defined energy density €(r, ¢), number
of particles density n(r,t) and velocity u(r,t) and so it can be considered “in

equilibrium”. This is, in essence, the hypothesis of local thermal equilibrium
(Ite).

Recall that, for a macroscopic system, we have:
E N )

This suggests to define the entropy of the system outside equilibrium but in Ite
(and with short range interparticle forces) as:

S(e,n,u) = /d3rs<f(r,t) - %uz('r,t),n(r,t)) (2.143)

i

~
Internal energy of the
subsystem in d3r
centred at r

This S never decreases over time!

Notice that does not take into account all the details of the evolution
like it did Sy[p]. Thus the set of configurations (Q,P) at time ¢ which derives
from initial configurations at time ¢ = 0 where all the particles were on the
left side of a box have an essentially zero measure (from the Liouville theorem)
and thus when included in have the same e(r,t), u(r,t), n(r,t) as the
almost totality of configurations that will “never” have the possibility to lead
the gas again the left half of the box once the momenta IP — —IP. This means
that even changing ¢ — —t will make S in (2.143)) to increase in time.

2.8.1 Maxwell demon

Figure (2.7)
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The demon is a device that allows fast particles from the right to go to the left.
0< ASto‘c - ASemv + ASsys +ASdemon
—_————
might be <0

The second principle of thermodynamics may appear violated when considering
only the system and the environment. However, it must apply when we consider
also the demon. In other words, the act of storing information (or, more precisely,
deleting it), produces entropy. See ex. 5.2.
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CHAPTER 3

Ising Model

Statistical Mechanics, at its core, allows us to understand and quantify macro-
scopic phenomena starting from microscopic dynamics. In particular, it provides
a window in how surprisingly complex emergent behaviours arise from the
interaction of many relatively simple components.

One such example is given by phase transitions, i.e. abrupt changes of a
system’s properties when surpassing a well-defined threshold. For instance,

water becomes ice when its temperature dips below T'= 0°C, or steam when
T = 100°C is reached.

Perhaps one of the simplest models describing a phase-transition is the Ising
Model. At its origin, it was meant as an explanation of ferromagnetism.
Certain materials possess no net magnetic moment above a certain temperature
T (the Curie temperature), and develop a temporary induced magnetization
only in the presence of an external magnetic field (paramagnetic phase).
However, when T' dips below T, they exhibit spontaneous magnetization,
even in the absence of any external field, and behave like permanent magnets
(ferromagnetic phase).

Classical Statistical Mechanics, by itself, cannot explain this kind of behaviour.
In fact, if we suppose that magnetization arises from tiny current loops, its
(canonical) thermal average is predicted to be always 0, regardless of temper-
atureE]. This is because paramagnetism and ferromagnetism are inherently
quantum phenomena, arising from the alignment of intrinsic magnetic dipoles
of atoms, i.e. spins.

In 1920, Wilhelm Lenz proposed a model of interacting spins on a lattice to his
student Ernst Ising, who then found an analytic solution for the one-dimensional
case in 1924. Underwhelmingly, the model did not exhibit any kind of phase
transition - but it was still able to capture the attention of many researcher.
An analytic solution for the d = 2 generalization was found by Lars Onsager
in 1944, requiring a long and sophisticated mathematical derivation. In this
case, however, the model was complex enough to capture a phase transition -
a very important result for Statistical Mechanics.

The Ising Model a lot of research and applications. Nowadays, the Ising Model

1his is consequence of the Bohr-van Leeuwen theorem. See [6]
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is relevant for simulating the behaviour of gases on a discretized grid (lattice
gases), more complex spin glasses, and also the activity of neural networks
(e.g. Hopfield networks). Also higher dimensional cases are of interest - for
example the d = 4 model is relevant for modelling spacetime (3 dimensions for
space plus 1 for time). While no analytic solution for d > 2 is known, efficient
numerical methods are available, and will be examined in a later chapter.

3.1 Lattice gas

The Ising Model can be introduced as a purely classical model when applied to
the behaviour of gas particles in a discretized grid (lattice), completely bypassing
the need to deal with quantum effects which are often difficult to interpret.

Consider a system S of N particles of mass m enclosed in a volume V. Its state
is completely specified by 3N positions and 3/N momenta:

Q = (Q1as Q1y, Qrzs - s ANy INys IN2) = (1, - -+, an) € R
P = (pll’vplyvplzv CII) pNCU7pNy7pNZ) = (plv' .. apN) € RSN

Suppose that the particles interact through a potential Vy(Q) depending only
on the spatial coordinates. The Hamiltonian is then given by:

p =3 By ) (3.1
= 2m N '

The system is at equilibrium with a much larger environment, with which it
exchanges both energy and particles. Denoting with P the grand-canonical
pressure, the grand-canonical partition function is given by:

+o00 N 33 3
- 3 S TP ensiQr) -] @2

where p is the system’s chemical potential, representing the energy cost of
adiabatically adding one particle to S such that the resulting N + 1 system
is still at equilibrium. Physically, the value of i fizes the average number of
particles (N) in S: if we “forcefully empty S”, making N = 0, particles will
flow in § from the environment until the “cost” of adding a new particle reaches
i, and then N will only slightly oscillate.

Since in (3.1) momenta and positions are independent, the integral over IP in
(3.2) is just a gaussian integral, resulting in:

&P . 2rm\ 2
/leN hSN < BZ ”p ” ) = (;;;) = A N (3-3)

| Bh? B 2rh
~\ 2mm g=1/kpT \| mkgT

h=h/2x

where:
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is called the thermal WavelengthEL and has dimensions of a length (in fact
(@p /1) = 1/m)

Substituting (3.3]) back in (3.2) leads to:

spv _ X 1 Ny —pvn() [ € :
V=3 fw Qe ) -
N=0 \Z,./
g’f 2N / 3Ny .~ BVN(Q)
=S 2 [ BNQe N (3.4)
N=o N! JyN

We now discretize the system’s volume V in small cubic sites, each with
edges of size a (fig. . Space is thus divided in cells, each labelled by its
3-dimensional integer indices x; € Z3.

More in general, we may consider a d-dimensional system, of d—volum(ﬂ V. Then,
each cell 7 will be labelled by d indices: x; € Z¢. In fact, many physical systems
can be modelled with d # 3 dimensions. For example, oxygen interacting with
a graphite plane is intrinsically a d = 2 system.

Also, cells may be of different shapes: it suffices that they are all equal and
that they tessellate the entire space. For instance, in d = 2 we may subdivide
a plane in triangles instead of squares, or with tetrahedra instead of cubes in
d = 3. In our case we will focus on the simplest choice, the cubic one.

Suppose now that Vx(Q) may be written as sum of two-body interactions:

N
VN(Q) =Y v(gy) gy =|

1<j

q; — qu (3.5)

where v(g;;) is the potential of two particles ¢ and j separated by a (relative)
distance ¢;;. If the gas is made of neutral particles, then v(q) is a close-range
attractive interaction, with the shape of a Lennard-Jones potential (fig.

53).

CJ—_Z Cong A= % cana
L] o e
e ° [}
° ° © ° . o5 e e
[ ]
° I . e L] ° . e
.
N ® . . ® ° [ e g
L]
(] e ® . ° ¢ ® ’

<> r .
EYR/Y Dfacing

Figure (3.1) — Examples of cubic lattices in d = 2 and d = 3.

t is the average de Broglie wavelength of particles of an ideal gas at temperature T,
i.e. of particles with energy of order kgT.

f d =1, then V is a length, if d = 2 it is an area, and if d = 3 it is the usual volume.
For higher dimensions it is a hyper-volume.
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U

AN

Figure (3.2) — Shape of the Lennard-Jones potential. Two particles separated by a
sufficiently small distance ¢ ~ a are weakly attracted to each other, and repelled if ¢ — 0 (as
if they were hard spheres). As v(q) quickly vanishes for ¢ — oo, particles that are too far
from each other do not interact. Physically, such v(q) is due to interactions of the electronic
clouds of neutral atoms. For g too small, the (Pauli) repulsion of electrons dominates. Due
to quantum fluctuations, the electronic clouds are not completely uniform: sometimes an
electron “spends more time one one side”, producing a short-lived polarization. If ¢ ~ a, one
such “instantaneous dipole” may induce a temporary dipole in the other atom. It is this
correlation between temporary polarizations that leads to a weak attractive force between
the atoms (van der Waals force).

If we choose the lattice step length a as the position of the minimum of v(q),
then on average at most one particle will occupy a given cell at any time -
because two particles in the same site would be separated by ¢ < a, for which
v(q) is strongly repulsive. Moreover, only particles in neighbouring cells are
sufficiently close to interact with each other.

So, in approximation, we consider a model in which cells can contain at
most one particle at a time (at its centre), and interactions between non-
neighbouring cells are neglected. Thus the distance ¢ between two particles
must be a multiple of a, and the interaction potential is given by:

400 g=0
v(q) = —€ qg=a
0 otherwise

We then define the occupancy n; of cell ¢ as a binary variable:

1 Site ¢ contains a particle
n; =

0 Site 7 is empty

If we know all {n;}, then the system (in this discretized approximation) is
completely determined. Note that dealing with occupancies automatically takes
into account the indistinguishability of particles: n; = 1 regardless if cell 7 is
occupied by particle #3 or #42.

Shortcomings of the lattice model. In summary, the lattice model is a way
to deal with the complex integration in[3.4] making the following approximations:

1. Discretization: space is divided in small cubic units, each containing at
most one particle.
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2. Close-range pair-wise interaction: the only possible interactions are
between pairs of neighbouring cells.

As a consequence of these approximation, there is a maximum density in the
system, corresponding to the case when all cells are occupied - meaning that
the system cannot be compressed over a certain threshold.

Moreover, there is no way to understand if, in the densest case, particles are
still moving from one cell to the other, “exchanging places” with each other,
or if they just stay forever in their original site: in both cases, all the n; will
be equal to 1, and remain constant. In other words, there is no difference
between the liquid phase and the solid one, meaning that the model cannot
appreciate the liquid-solid phase transition, and so it is not very good for
explaining the usual three phases of matter. However, it can describe accurately
the liquid-vapour transition, and - more importantly - it leads to the Ising
Model, which is very important in physical mechanics.

There are of course more complex methods that relax the lattice approximation,
dealing directly with the grand partition function in the continuum. In general
they apply perturbation theory to the pair-wise potential, and through quite
involved expansions (e.g. Virial expansion, or Mayer cluster expansion) they
lead to equations of state capturing both the solid-liquid transition and the
liquid-vapour transition. These are all well-known techniques (Mayer worked in
the 1940s), with not much conceptual difficulty, apart of some very long and
uninspiring computations. For more information, see [7].

We can now write Vy(Q) as function of the {n;}. We consider two particles
occupying neighbouring cells as being separated by a distance of a, and experi-
encing a potential V(a) = —eg. Then the total potential experienced at cell ¢ is
given by summing a contribution of V' (a) for each occupied neighbouring cell:

V(ZL‘Z) = —€) Z n;
VE))
The notation (j, i) represents a sum over all cells j that are the nearest neigh-
bours of cell 7. Then 37; ;) n; is exactly to the number of cells around i that
are occupied. In particular, the total number N of particles in the system is
the number of occupied cells:

N=%n, (3.6)

Then, the total potential Viy(Q) can be approximated as the sum of V(x;)
terms over all cells ¢ that are occupied, leading to:

VN({JZ}) = —€0 Nz Ty (37)
(z,y)

Note that the product n;n, is 1 if and only if both cells are occupied.

So, in other words, Vi is obtained by multiplying the average potential of an
interaction (—¢gp) by the number of such pairwise interactions, i.e. the number
of pairs of neighbouring cells (x,y) that are both occupied.
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Note that not all sites are treated equally: the ones at the boundaries of V'
have a lower number of neighbours than the ones in the bulk. If we consider
this asymmetry, letting cells at the margins interact only with their neighbours,
the system is said to have open boundaries. Alternatively, boundaries may be
removed by “connecting” sites at one margin with the ones from the opposite side
(periodic boundaries). In this way, all cells have exactly the same number
of neighbours, and can then be treated the same, achieving translational
invariance.

Periodic boundary conditions alter the system’s topology. For example, in
d =1, the open case can be represented as a segment, while the periodic one as
a circle (fig. . In d = 2, open boundaries result in a planar topology, while
periodic conditions produce a toroidal surface (fig. 3.4)).

i-d 0. h. c.
Ve 8 /\La(ll/) — 66— 98 8 —@a — 9o — @ —8
— 3
1-d p. b R
e N
\/: {O Mo(lu‘l ] l
_\\. ___,/‘/

Figure (3.3) — Ising model in d = 1 with open boundaries (top), or periodic boundaries
(bottom). Periodic conditions are obtained by deforming the initial line to “attach” its two
ends.
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Ve e (_I'

C R
d-2 + be

Figure (3.4) — Ising model in d = 2, with periodic boundaries (top) or open boundaries
(bottom). Starting from a square, two opposite edges are attached together, forming a

cylinder. Then the two circles at the boundaries are attached, deforming the cylinder into a
torus.

Boundaries may also be fixed to a particular state: for example to be always
empty or full of particles.

It is now useful to shift the occupancies n; so that they assume symmetrical
values. So, we define a “spin-like” occupancy o; as follows:

5, ] 1 Celliis occupied (3.8)
—1 Cell 7 is empty

Clearly o; = 2n; — 1, and so:

- 1+ o;
2
And so we may rewrite (3.6 and (3.7 as follows:
1
N=Y L% (3.9)
-~ 2
VN({UZ}) = € Z Nz Ny (310)
(z,y)

We can then use (3.10)) and (3.9)) to approximate (3.4 on the lattice:

Zge ="V & {%:}GXP(—ﬂVN(U) + N(o)lnz) =
= Yexp (6602 1+%1+0y+1nzzl+%> (3.11)
(3-10) 2 2 = 2
B-9) {o} (z,y)
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In fact the sum over all possible uniqueﬁ configurations of NV particles over all
values of N is equivalent to the sum over all possible occupancies o = {0;}:

;ZZ/VNdeaQ .Y Y =Y

7
discretization o Olasi =41 (o}

The choice of using spin-like variables (3.8]) has lead to the appearance of
constant terms, independent of the system’s state, in (3.11]), that we now
extract. Consider the argument of the exponential, and expand the sums:

Inz

4| ) 2N %

,Y) (z,y)

Summing ones over all cells is just the total number of cells in the lattice, each

with volume a%:

V
Zl = Neells = E
T

For simplicity, let’s choose our units so that a = 1, and thus:

S1=V (3.13)

Similarly >, ,y 1 counts the number of pairs of neighbours. Graphically, if we
represent cells as nodes in a graph, each connected to its neighbours by edges,
then 37, .y 1 is just the number of edges (fig. . Let’s consider, for simplicity,
a system with periodic boundary conditions - so that all cells have the same
number ¢ of neighbours (this is also true for a system with open boundaries, in
the limit of a lattice of infinite size). Then, the number of pairs (edges) will be:

Neensq _ E
2 2

Y 1=N. of pairs =
(z,y)

where the division by 2 accounts for the fact that edges are undirected - i.e. if
a is connected to b, then b is connected to a by the same edge. Without this
division, we would be counting every edge twice.

For a cubic lattice (with no boundaries), each cell has exactly 2 neighbours in
each direction. So the total number of neighbours ¢ will be twice the number of
dimensions d:

2Vd

Y 1l="—=Vd (3.14)
2
()
Finally, consider the second sum:
> oxtoy
()

4ADue to the division by N!, configurations where only N cells are occupied are considered
distinguishable only if the occupied cells are different. In other words, permuting the position
of two particles is not counted.
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Practically, to compute it we may inspect each edge (z,y), and sum the values
oz and o, of the spins at its extrema. When we are done, each value o, at a
node will have been considered exactly ¢ times - one for every neighbour of x:

Y optoy =) o.dg(z) (3.15)

(z,y)

where dg(z) is the degree of node z, i.e. the number of connections (edges)
involving cell . In our case, dg(z) = ¢ = 2d:

Z Oy + 0y = 2dZaw
(z,y) r

This relation will allow to highlight the common factor Y, 0.

Substituting (3.13)), (3.14)) and (3.15]) back in (3.12) leads to:

1
BUNVd+2dY 0n+ 3 000y | + — (V+Zam> =
4 . 2
(zy) x
d 1 1
= 1|8 « > 0w0y + [BGO—FHZ}ZJQE +V<5€0d+nz> (3.16)
4 2 2 | & 4 2
~~— (z,y) —_———
J Bb

The term in the first set of square parentheses is the only one depending on o,
and thus the one capturing the essence of the Ising Model. The last one is just
a scaling factor given by the current application (lattice gas).

For simplicity, let’s define:

_ Bepd  Inz

— 1
J T+ (3.17)

€0
0. b
1 B

In this way we may collect a 8 in (3.16]):

+ BV <Jd—|— lnz)

ﬁ[JZaxay+bZUm 23

(z,y) z

Substituting back in (3.11)):

= (o3 (s 2 o520 | o (o [ 7]

{o} (z,y)

[ J/

Z

(3.18)

We define the Ising Model partition function Z to contain the only relevant
factor:

Zising = Y €xXp [ﬁ (J > op0y+ bZax>] = ¢ AVITD) (3.19)

{o} (z,y)
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where f(T,b) (defined by the above relation) is the model’s free energy
density. Then, taking the logarithm of both terms in (3.18]):

In 2
ﬂP)/ —BY f(T,b) + pY'Jd +Wﬁ (3.20)

Rearranging the definition of b (3.17)):

eod Inz Inz eod
b= — 4+ — =y 2=
2 "2 T 28 2
and substituting in (3.20]) we get the grand-canonical pressure of the lattice gas:
d
- —f(T, b) ‘|‘b— Jd (3_21)

The physical interpretation of J and b depends on which application we are
considering. In the lattice gas, J is clearly proportional to the strength of
interaction between gas molecules occupying neighbouring cells, while b depends
on the chemical potential g (through z), the temperature and the system’s
dimensionality.

A clearer meaning for b is found when the Ising Model is applied to ferro-
magnetism. In this case, the {o;} represent the direction (up or down) of the
particle’s spins, i.e. their intrinsic magnetic momenta (of pure quantum origin).
Then b}, 0, measures the correlation between the spin directions and b. In
particular, configurations for which the majority of o; have the same sign of b
(i.e. are “parallel” to b) have a higher probability (as each term in the sum over
states in Z is the probability associated with a particular configuration o). So,
b can be interpreted as an external magnetic field, pushing each particle to
align its spin to it.

On the other hand, for a quantum system (such as a ferromagnet), J is called
the exchange energy, and measures the overlap of electronic clouds of neigh-
bouring atoms.

From (3.19) we can extract the Hamiltonian for the Ising Model:

Zrng = > ¢ M) 2 91(0) =T Y 0,0, -0 0, (3.22)
{o} (z,y) r

fH(o) is called the reduced Hamiltonian:

BH(o)=— B > dey—\ﬂﬁ/ZO'x

¥ (e) v
=-K Z O30y — hzngc
(z.y) v

Intuitively, H (o) is the sum of two interactions:

* Spin-spin interactions: —J >, ,y 050y. It J > 0, the term is minimized
it 0,04 > 0, i.e. if neighbouring spins are all parallel to each other
(ferromagnetic order). If J < 0, spins tend instead to be anti-parallel
to ecach other (anti-ferromagnetic order), as can be seen in fig. 3.5
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« Spin-field interaction: —b}), 0., which is minimized if spins are aligned
(parallel) to the magnetic field b (when applying the model to a ferromag-
net).

)

In particular, if h = 0 (and so b = 0), then there is no “preferred direction’
for the alignment of spins. This results in two equivalent ground states, as
H(o) = H(—o). For instance, if J > 0, the two possibilities are all o; = +1
(up), or all o; = —1 (down).

J>o <o

- ; Amil'— 'mena. /f't
[ evoamsogang T
onlq_qjm o 414 GM'&

Figure (3.5) — The spin-spin interaction energy when all neighbouring spins are ordered in
a (anti)parallel way, depending on the sign of J.

3.2 Ising Partition Function

Our next goal is to compute explicitly the Ising partition function (3.19)):

Z(K,h) =Y exp (K 3 g0y + hz%> = ¢ AVIUER) - B=0T(3.23)
{o} (z.y) z

Note that the sum is over 2Neells = 2V (as the lattice step a is set to 1) possible
states (spin configurations).

We define the magnetization m as the average alignment of spins:

1 11
m= V(Zaw> =V Zexp <K Z O'ny—FhZOx) ZJI =
T xT x

{o} (zy)

10 0

=——mZ(K,h) = —B—f(K,h 3.24
The average number of particles (N) in a grand-canonical ensemble is given by:

10 102 0

(N)ge. In Zgec. (3.25)

=——InZ,c. = - —
B o g B ooz
with:
0z 0 P B ePh
A Ay A3 a3
o Ou A A

z

— B2
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and so:

N)ge = ;ﬂzaaz InZg. = Zﬁaz InZg.. (3.26)

Let v be the average volume per particle, i.e. (N)/V. Then the average density
of particles is v~

1 _ <N> 2z 0 > 0
=-—+ = ——InZ c. = —— PV =
‘ V g Vor * vaﬁv
z 0
Vg[—ﬁvf(if,b(z)) Vb(z) — BV Jd] =
z 0
V@Un Zisimg + BV (3.27)

as the third term does not depend on z. It is useful to change variables from
2z — In z, as b is a function of In z:

o 9dInz) o 1 9 0
“9: 7 o2 olnz) Z% O(nz)  O(Inz)
So that:
b 1 1
Va5 o 35 = 3 (3.28)

With another change of variable 2 — h we can rewrite 20, In Zygne as a function
of the magnetization m:

z 0 9.7 ~0h 10
V oy Tme d(Inz) V Oh

% (3.29)

where the derivative in (a) can be computed by isolating In z in the definition

of b (B17):

1
b:@JrE 28b = ¢y df+Inz= Inz=28(b—2Jd) = 2(h— 2Kd) =
26 4J

Substituting (3.28) and - back in - leads to:

. 1 m+1
vl= o= (3.30)

So a higher m corresponds (in the lattice gas model) to a higher particle density.

Intuitively, a high m means that, on average, cells are more occupied - meaning
that particles will be, in general, closer together. Note that m € [—1,+1]
(which happens, respectively, when all spins point up or down, i.e. if all cells
are occupied or empty), and so v~! € [0, 1] as expected.

Assuming periodic boundary conditions, the system is translational invariant:
there is no “preferred” position in the lattice - all cells are exactly equal to each
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other. This means that (o;) = & must be independent of z, and so it is equal
to the magnetization m:

m = V(ZU@ = VZ<UI> :/‘7«)/5 =0 = (0z)

On the other hand, the 2-point correlation function (o,0,) must depend only on
the distance ||7, — 7|| between the two cells, because of translational invariance.

Note that for any finite V, the sum in (3.23)) is a sum over a finite number 2"
of states. As each term is an analytic function, Z is also an analytic function,
and so it is InZ = —GV f(K,h), and in particular the free energy f(K, h).
However, we expect phase-transitions to correspond to points at which the free
energy is non-analytic - which would explain the sudden changes in the system’s
properties that are experimentally observed during such a transition.

So, in any finite lattice we won’t be able to see any phase-transition. Conversely,
to observe a phase-transition, an infinite lattice is required, which is obtained
when V' — o0, i.e. in the thermodynamic limit.

{Example 3 (Non-interacting spins):}

Let’s examine the simplest possible case in the Ising Model, occurring when
J =0 (or, equivalently, K = 0). The Hamiltonian becomes:

H(o) =—h) o, (3.31)

meaning that spins (or cells) are completely independent from each other
(decoupled). In fact, the partition function factorizes:

Z = Zexp(hz(jx> = Z ehgl . Z thV
{o} T

o1==%1 oy==%1

Noting that:

h o ,—h
> ehoi = Qi = 2coshh
=+1 2
the partition function becomes:
Z = (2cosh h)V (3.32)
Then the free energy f is:
2= WVI0 o py = 22— @eoshh) g o)
BV E
The magnetization:
0 0 sinhh el —e "
h) = —pB—f(h)= =1 hh) = = = tanhh
m(h) B-24) Bah (h) oh n(cosh h) coshh et 4e P an
(3.34)
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A plot of m(h) can be seen in fig. 3.6}
Inverting (3.34)) allows to express h as a function of m:

h = b= tanh~''m

This can be solved by letting ¢t = e”, and so:

-1

t+ 1/t
m:tanhh:t_l/t: tzzH =mt*+1) =t -1

14+m
2m—1)=—(m+1)=t=+y/——
= t“(m—1) (m+1) = T

As t = el > 0, only the positive solution is acceptable, leading to:

14+m 14+m 1. 1+m
h __ — =
e _Vl—h:>h lnwl_h 21n1—m (3.35)

Substituting back:

hZﬁbztanh_lm:;ln1+m

—l<m<+1 (3.36)

1—m
We can also express the free energy (3.33)) as function of m. First note that:

5 1 cosh? h
= _|n 5 — =
2 cosh”h —sinh® h

-~

1
1. cosh?h —sinh?h 1

1
Incoshh = 5 In(cosh h)

| : = ——In(1—tanh?h) =
2 " cosh? h 2 n( an )
1
— —Z1n(1—=m? .
= 2 n( m ) (3.37)
and so:
In(2 cosh h)
3.33 3 = fAf n(cosh h) —In
1 1. o 1. 1—m?
= fln(l—mQ) — ~In?2’ = ,mM
3372 2 2 4
(3.38)

Note that the free energy is an even function of the magnetization, whereas
m is an odd function of h.

Finally, from (3.34) note that the derivative of f with respect to b is —m:

or _ ot m
ob 8h8% h=3b

So, the (non-standard) Legendre transform of f(b) with respect to b is
v(m) defined by the following relation:

m) - F(bm) = 9 b(m) = —mb(m) = 7(m) = +bm (3.30)
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b(m) is obtained rearranging ({3.36)):

h 1 1+m
15} 25n1—m (3.40)

Then substituting (3.38)) and (3.40) in (3.39) leads to:

1 1 —m? m 14+m

S LTI L I
vm) =gp— =+ g
1 1-ml+m ( I+m 1—m ﬂ_
=25 _ln 5 5 m( In +1nZ —1In w7 || =
1 [ 1—-m 14+m ( 14+m 1—m)}
— 1 1 1 -
STl e L A S S
10 1 1-—
:% (14+m)In +m+(1—m)ln m}:
l-m_ 1-m 14+m 1—|—m] 1
= 1 |
R R T R

Note that, due to the properties of the Legendre transform, we have:
dy(m)
om

Then, the entropy density is obtained by differentiating f (or equivalently
its Legendre transform ~, as T" is not involved in the transformation):

=0

of oy l-m, 1-m 14+m_, 14+m

This can be derived also from the definition of the Shannon Entropy. Recall
that the probability of a certain spin configuration o is:

(o) = e )
As spins are decoupled, p(o) factorizes:
choz ehoz
plo) 531 1;[ 2coshh = 1;[p1(0m> prloz) = 2coshh (342)
3.32

Any generic function g(o) of a binary variable o € {£1} can be written as:

oy — SO T 0D | gH1) —g(-1)

2 2
In fact:
g(+1) + g(+1) —
o(+1) = ( )2M+ ( )QMZQ(H)
+g(-1 —g(~1
g(_l):M2g( )_Mzg( ):g(_l)
In particular, if g(o) = exp(ho):
h 4 ,—h h_ —h
ho — & +2€ +ot 26 = coshh + o sinh & (3.43)



And so:

(o) eho coshh+osinhh 1+ otanhh 1+om
O— pum— pum pum pu
P 2cosh h 2cosh h 2 2
(3.44)
The p; so defined is already normalized:
1 +w  1-m
> pi(o) + =1 (3.45)
o==+1 2 2

We are now ready to compute the information entropy:

Stlpl = —kp > _p

1% %4
& (o)Inp(o ( —kp {JZ} (H Pl(%g)) In (yl:[lpl(ay)> =

1% %
s Y Y Il mles) Y ploy) =

o1==%1 oy=x1 x=1 y=1

.
kY Y o 3 (I lew))prley) npi(oy) =

y=1lo1==%1 oy=%x1 "ax#y

\%
—kg Y > piloylnpi(oy) [T D pilon) =

y=1loy==x1 rF#y ox==%1

—_
&

—
=
~

1

v
—kp Y, Y. piloy)npi(oy) = —kgV > pi(oy) Inpi(oy)
y=loy==x1 oy=%1

—
)
~

(3.46)

In (a) we exchange the sum over cells y with the one over states o. Then,
we split the product over x (highlighted in blue) in two factors: one with
x # y, and the other with z = y. Then, in (b) we exchange the order of
the sums over cell states, bringing the one over oy first, and factoring out
everything that depends only on o,. The remaining term is a product of p,
and thanks to the spin-independence we can bring all the other sum over
states inside it, and then apply normalization to reach the result in
(c). Due to translational invariance, the inner sum evaluates to a constant,
and so Z _1 amounts merely to multiplying by the number of cells V.

Finally, substituting ([3.44) in the last step (3.46)) and dividing by V leads
back to (3.41)):

_ Silr]
v

The grand-canonical pressure is given by:

1+4m_. 14+4m 1—-m_. 1—m
| | A4
5 n—y + 5 I (3.47)

= —kp

1. 1—-m2 1. 14+m

P = [~f(T,b)+b—Jd - M
[ ST 0)+ ]’JZO 3.38 QBH 4 +2[3 1—m
3.40,
1 1 14 1+ 1
S P, W /m41 /m;lg———:—HJm o
28 2 2 2
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= —B_llnu = —37'In (1 — m—l—l) = —B_lln(l —v_l) =

2 2

So, in the limit of low density v™' — 0, i.e. of a rarefied gas, we get the
equation of state for an ideal gas in the grand-canonical ensemble.

However, if we consider the full equation, we note a singularity for v~ — 1
(densest case, where all cells are filled), corresponding to the liquid phase.
A plot of P(v) is shown in fig. , and compared with the one of a real
gas. In particular, no phase-transition is captured by such free Ising Model:
as we will see, spin-spin interactions are fundamental. However, even with
J = 0, the model is able to describe two phases: that of a rarefied gas and
of a liquid.

o N2 - Tz o
‘ﬂ.\_‘_."[ v z

Figure (3.6) — Magnetization m as function of h = b for the Ising Model with decoupled
spins (J = 0). For h — 400, m = tanh h — +1. For the negative magnetization, the lattice
is almost “empty”, while for m — +1 it is almost full.
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Figure (3.7) — Isothermal curves P(v) for the lattice gas (left) and a real gas (right), where
v is the average volume per particle (the reciprocal of the density vil). In the Ising Model
pressure diverges when density approaches its maximum v~! — 1. However, in the real case
there is a range of temperatures at which, for a range of values of v, the liquid and gas
phases are coexisting (which is where the phase transition is happening). So the model is
able to capture some of the behaviour (the dilute “ideal gas” state and the liguid phase), but
not all.
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Exercise 3.2.1 (2-point correlation):}

Show that:
(0z0y) = (tanh h)2 = (0z){oy)

(Lesson 20 of
We have shown that, in the absence of spin-spin interactions, the Ising Model — 23/04/20)

does not predict any phase transition. gglg%gid: January

So, let’s study the interacting case J # 0 in one dimension d = 1. In this
case, the volume V', which coincides with the number of cells (as we have fixed
the lattice step a to 1 with a choice of units), is more properly a length L = V.

For simplicity, we start from the case of no external field b = 0 and open
boundary conditions (fig. [3.§).

i d 0.k c

\/’-8 An.a[lm ’—J—'l»—.-—-l_.—-.,.__-_.
— 3

Figure (3.8) — One-dimensional Ising Model with open boundary conditions.

The partition function is given by:

o1==%1 or_1==x1 op==1

Zr(K) = exp (K Z quUy) = Z Z Z o102 Kozos | oKop_100 —

= Z - Z elowoa  Kop20r-19 COSh(KUL_l)

where in (a) we summed over the last spin o7. Note that cosh is even, and so
(thanks to our choice of symmetric spin-like variables):

2cosh(Kor_1) = 2cosh(£K) = 2 cosh(K)

and so:
Zi(K)=2coshK Y ... Y efoo2.. oRo1-200-1 = 9 cosh(K) 71 (K)
o1=+1 o 1=%1
Z11(K)
Reiterating:
Zi(K) = (2cosh K) = ¢ ALIEK) (3.48)

Taking the logarithm of both sides:

LIn(2cosh K) = —BLf(K) = —(f(K) = In(2 cosh K)
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Figure (3.9) — One-dimensional Ising Model with periodic boundary conditions.

If we had chosen periodic boundary conditions instead (fig. and h # 0,
the partition function would have been:

Z exp (K > op0y+ hZagE) = (3.49)

{0} (z,y)

— Z . Z Kooz Koy o Kopoi ehal . 6h0L (350)
o1+l op—=+1

Note how the last spin o, interacts with the first one 1. We can rewrite the
spin-spin interactions more compactly as:

L
eKO’10’2 .. eKULflo'LeKULUl — H eKO’@O’,’+1 Or41 =01 (351)

i=1
With a trick, we can rewrite also the terms €% as a product over pairs (o7, o1 1).
Thanks to p.b.c., each cell is connected to exactly 2 neighbouring cells (in d = 1)
and so a product over pairs contains the product of squares of each node -
because each cell is multiplied by itself once for every neighbour:

Hehaz_ HeXp( UH_U]) HeXp< UH_;ZH) oLyl =01

(3.52)

Substituting (3.51]) and - back in - leads to:
L : ,

Z =Y ] exp <Ka¢ai+1 + hU”L“Z“> (3.53)

{o}i=1 2
Let’s define a matrix T with entries equal to the factors in (3.53)):
/
T, = exp (KUO'/ + ne to > (3.54)

As 0,0" € {£1}, T is a 2 X 2 matrix:
d=+1 o'=-1

T o=t <eK+h e_K>
o=-1 e*K eK*h
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T is called the transfer matrix for the d = 1 Ising Model with periodic
boundaries.

Substituting in leads to:
L
Z = Z H T5,0001 = Z Z Z Z Io100Tos05 1o 101 Topor =

{o} =1 o1=x109==%1 or_1=xlop==%£1
_ _ L _ L
; Z < , 0’101 - Z (T )010'1 =TT

1=+ L times o1=+1

In (a), note that all the sums except the first one lead to a chain of matrix
multiplications:

> AiaBaj = Cjj
a

So, at the end, Z is the sum of the diagonal elements of T, i.e. its trace.

T is symmetric, and so it is diagonalizable, and its eigenvalues are real numbers.
Moreover, the trace is basis independent, and so we may compute it in the basis
where T is diagonal. Let P be the invertible matrix needed for diagonalizing
T, then P T P! = diag(A1, \2), where \; and Ao are the eigenvalues of T.
Raising both sides to the L-th power, we get:

L
PTP HY=PTPPTRPP... TP ! =PTI!P ! = AT 0
0 A
Then:
Lp-1 “1pml L Moo L \L
TPTIP ) =Tr(P'PTH = To(TH) = Tr =+ AL
L
0 A
And so:

Taking the logarithm of both sides:
InZ = —BLf(K h) =In(Af + AF)
and dividing by L:

InZ 1
=B h) = Zln(Af +AF)

Suppose (without loss of generality) that A\; < Ag. Then:

_BF(K,h) = Lln(AL[HG;) D Emnxﬁiln[H(i;)]

In the thermodynamic limit L — oo, the larger eigenvalue Ay dominates, and
(A1/X2)F — 0, so that:

A
—Bf (K, h) = ln)\2+zln [1+ (A;) ] Iy (3.55)
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The eigenvalues can be computed (as usual) as the roots of the secular (or
characteristic) equation:

K—I—h_/\ -K

0 = det(T — AI) = det | ¢ = (Kt _ \)(eFh — N — e 2K =
e K eK—h _ )
h 1 —h 9K 2K
:/\2—)\6Ke +26 2+6 26 2 = A2 — \ef cosh h + 2sinh 2K
which are:

A2 = eX cosh h F V2K cosh? h — 2sinh 2K =
= e cosh h F V2K sinh? b + ¢—2K

The magnetization is given by:

m

(ﬁf)‘moo 9 Ao = (91n<e cosh h + v/ e2K sinh? h4—gﬂk) —

~oh ®53) Oh oh
2K ;

_ 1 (eK sinh 2e*"* sinh h cosh h > _
eK cosh h + /e2K sinh? h 4 e—2K I/ 2K ginh? b + e—2K

B 1 K \/e2K sinh? h + e—2K + 2K cosh hy B
eK cosh h + /e2K sinh? h 4 e—2K Ve2K sinh? b + 2K

B 1 e cosh h + v/ eHsi 2h—l—e*QK_

— — - —

@ K cosh h + vVeHsinh? h + e—2K Vsinh® b eI

_ sinh h _ tanh (3.56)
Vsinh?h + e—4K (b) /1 _ 1=e7*K

cosh? h

where in (a) we divided numerator and denominator by e®| and in (b) by cosh h
and applied the identity cosh? h —sinh? h = 1 = sinh® h = cosh? h —

Note that if K = 0, and so J = 0 (non-interacting case), (3.56) leads back
to m = tanhh, the result we already found in (3.34). Moreover, if K > 0
(ferromagnetic interaction), m (K, h) > m(0, h) - meaning that spins align more
easily to the external field if they can interact with their neighbours.

Again, if h =0, m(K,h = 0) =0, and so the system is unable to magnetize in
absence of an external field.

In fact, consider any average spin, e.g. (op):

0) = Z exp (K Z J$0y>

{o} (z,y)

For any finite system (L < +00) the sum over all states is a finite sum, meaning
that it evaluates to some finite number. Moreover, it is odd under the change
of variables o, <> o), = —0,:

Z exp (K Z axay> = Z exp (K Z 0$0y> oo = —(09)
{o} (z,y {o} (zy
(3.57)
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and so (og) = 0. Clearly, this arguments holds for any spin (by translation
invariance), and so in general (o) = 0 VE.

3.3 Spontaneous magnetization

To observe the rise of a spontaneous magnetization (which is the experimen-
tal result we wish to model), i.e. a non zero m with no external field (h = 0),
we need to be careful in the order of limits. In taking h = 0 first leads
to m = 0 for any finite V' - and so also in the thermodynamic limit. The idea
is then to exchange the two limits:

m(T) = lim _lim (o)yp (3.58)
So, first compute the magnetization (o) for a finite volume V" and in presence of
an external field A # 0. Then perform the thermodynamic limit V' — oo, and
only then let go the field h — 0%. The m(T) so defined is the spontaneous
magnetization of the system, and it can be non-zero.

The idea is that the presence of h # 0 breaks the symmetry (o <> —o) of
the system, invalidating argument (3.57)) and thus allowing a spontaneous
magnetization.

Equivalently, one can break the symmetry without using A # 0, but by imposing
some fized boundary conditions, for example by setting all spins at the bound-
aries set to +1. In this case, the magnetization for a finite volume V' is denoted
with (o){> (plus boundary condition). We can then take the thermodynamic
limit:
T)= 1 v 3.59

n(T) = lim (o) (3.59)
The boundary effect will vanish when V' — oo, but it will always break the
symmetry of the Hamiltonian (o <> —0).

Intuitively, (3.58)) and (3.59)) break the symmetry in the “same direction” (the
first with A > 0, and the latter with 0; = 41 at the boundaries), and so we
expect them to lead to the same result at the end. For now, no instances in

which (3.58) and (3.59) lead to different results are known.

Clearly, we can also consider the limits from the other direction, i.e. from h < 0,
or with down boundary conditions (¢; = —1 at the boundaries). The resulting
magnetization will be the opposite:

lim m(K,h) = — lim m(K,h)
hl0+ ht0-
For the Ising Model in d = 1, m(T) = 0. In fact, in computing m in (3.56]
we first considered the thermodynamic limit L — oo for the free energy
with A # 0. Then, taking h — 0 (as already observed), leads to m = 0. So, No
unfortunately, the d = 1 Ising Model does not suffice to capture the effect of = phase-transitions in

spontaneous magnetization (and thus of a phase-transition), even when spin-spin d=1
interactions are considered.
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To observe a phase-transition, we need to find where the free energy f(K,h)
is non-analytic. In general, it can be shown that Vd > 1, and Vh # 0, f(K,h)
is analytic everywhere. The only singular points happen at h = 0 for T' < T,
where T, is called the critical temperature.

k ﬂﬁTT Tyt

7

Te i
Jdd KT AR
onden d/nom rlen

Figure (3.10) — Phase-diagram showing all parameters (h,T') for which the Ising Model’s
free energy f(K,h) is non-analytic, which lie on the red segment with h = 0 and T' = (0, T¢,].
Taking the limit h — 0% when T < T, will lead to a non-zero magnetization m (positive if
h | 0T, negative if A 1 07) - in other words the system “spontaneously organizes” in absence
of an external field (ordered phase). The same limit when 7' > T, leads to m = 0 - here
thermal fluctuations are too high, and the system remains in a random state (disordered
phase).

3
-
D,
>
E
=
B
.
A
=

Figure (3.11) — Magnetization at constant temperature T as function of the field strength
h (i.e. along a vertical line in fig. ??). If T > T, as for the red line, the result is the same we
obtained in the non-interacting case (fig. , or the d = 1 model. On the other hand, for
T < T, (blue line), a singularity appears at h = 0, with two possible limits for the
magnetization.
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Figure (3.12) — Bifurcation plot for the spontaneous magnetization m(7T), i.e. the
intercept at h = 0 of the curves in fig. at various temperatures. For T' > T, all curves
m(h) cross the origin, and so lead to no spontaneous magnetization m(7") = 0. Conversely,
for T' < T, two opposite values of m(T') are possible, depending on the taken limit h — 0F.
Note that the region “inside the arc” is not reachable (unphysical region): for example at
T = T5 it is impossible to obtain a magnetization |m| < |m(T2)|.
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Figure (3.13) — The analogue of the magnetization m in the lattice gas is the density
p=vl = (N)/V = (1+m(T))/2

Consider the lattice gas model, with a fraction p of occupied cells. Suppose we
want to keep (V) fixed. This can be done by changing the chemical potential,
which is the conjugate variable to NV, and in the lattice gas model takes the role
the external magnetic field had in the ferromagnetic Ising Model (in fact the
magnetic field b is a function of In z, which contains pu).

Lowering the temperature (moving along the red dashed line), to keep p fixed,
1 has to change. When it reaches the blue curve, a phase separation is observed,
and the gas divides in two parts: one of low density po2, and one with higher
density p;. Graphically, until the blue curve is reached, the gas is “well mixed”:
every region has almost the same density. After, it is divided in mostly empty
regions and very dense regions (fig. [3.14]).
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Figure (3.14) — The lattice gas is well-mixed for 7' > T}, (left figure), but separates in two
phases with different densities for 17" < T},.

Let f; be the fraction of volume occupied by the fluid with density p; satisfies:

fipr+ fap2 =p

and p is fixed and remains constant as we lower the temperature. Also f; + fo =
1. Then:

1+ m(T 1—m(T
01:2(); ,02:2()

leading to:

flr) = 1- o) = 5 (1+ 2 1)

1—m(T

T, is defined as the temperature at which the red dashed line intercepts the
blue curve, i.e. at which phase separation occurs. Decreasing the temperature

below T),, as shown in |3.15| causes the appearance of the second fluid, with
lower density wrt the first one.

s / -‘ 3’7 !/g_
1~ % §

! U
o e )P,

Figure (3.15) — Fluid separation is evident when the temperature decreases below the T;.ho
threshold.

An interesting example of phase separation is known as spinoidal decomposition.
This happens when one has a high temperature fluid (generally a gas) and
rapidly cools it, entering in the un-physical region very quickly. This causes the
formation of droplets of fluid (higher density) mixed in the "original" gas. The
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transformation is very sudden and clear, and becomes more and more neat as
we continue to lower the temperature. The ultimate limit is that we observe a
total phase separation.

So we have found that the both the non-interacting case and the d = 1 Ising
Model do not present any kind of phase transition. To proceed, we need to
considerate a higher dimensional case. One possible way is through numerical
simulations, or by considering the exact solution of the d = 2 case, for which
the critical temperature turns out to be:

260 / k B

fe In(1++2)

Often one considers the adimensional critical parameter k., defined as:

€0 1
k = —1In(1 2)=0.44...
c kpT. 5 n( +\/_>

which is such that sinh(2k.) = 1. For details see [7].
The specific heat at b = 0 is:

T
1— —

(b=0T) x —In T

T~T.

The magnetization is 0 above T, and for T" < T is given by:

1 1/8 s
m(T) = [1 - s1nh4(2K)] 0(T. — T) x 0(T, — T)(T, — T)

The exponent 1/8 is also called the 8 exponent (not to be confused with 1/kgT).
We will study this kind of power laws for criticality in a later chapter. They
are of particular importance because of their universality - i.e. very different
systems sharing certain fundamental symmetries have the same behaviour when
approaching T.. (As anticipated, criticality is important to model complex
systems).

No rigorous ezact result is known for the case h # 0.

Another possibility to go on is to study low/high temperatures expansion of
the Ising Model.

3.3.1 Low temperature expansion

Consider the partition function for the Ising Model in d dimensions:

Z = {Z}exp (K <Z> 050y + hZaJ,,) = e VIUCH) Al (3.60)
o x,y x

The idea is to approximate Z with a truncated sum, considering only the
most relevant states. Suppose h # 0 - for instance h > 0. Then, at very
low temperature, we expect almost all spins to be aligned towards h. In this
situation, the most probable configurations o comprehend the one where all
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spins are aligned (o; = +1), followed by the ones where only a few spins are
flipped. Each of them refines the value of Z - and if a sufficient number of terms
is considered, we can understand the low-temperature behaviour of the system.

In general, however, it is not clear how to find the radius of convergence of
such a series. In practice, the low-temperature approximation works well for
T ~ 0, and breaks down when approaching 7., where Z is non-analytic.

So, let’s start computing some terms. In the following we will assume for
simplicity periodic boundary conditions, meaning that every cell has exactly
2d neighbours.

When no spins are flipped o; = +1, the exponential becomes:

No = exp (K S 1+h> ) = exp(KVd+hV) (3.61)

&S
’ ~—~
A" B

Let’s fix d = 2 to allow some visualization. Then:

No = exp|[V (2K + h)] (3.62)

Suppose now we flip one spin 0; = —1 (it does not matter which, as the system
is transitionally invariant), and consider how much each of the two sums A and

B in (3.61]) changes (fig. [3.16]).

C . . *
- [ ] - .
M - L] L]
' - - -

Figure (3.16) — Square lattice with one flipped spin (in red). The affected interactions are
represented by the green edges.

B is just the sum over spins. As 0; was +1 and now it is —1, the change AB is
—1—(+1)=-2,s0 B=N — N —2.

On the other hand, changing one spin in A affects all the pairs (o}, 0;) involving
it, which are 2d = 4 in our case (the green edges in fig. |3.16)). The total change
will then be AA =4(—-1—(+1)) =4-(—2) = -8, and so A =2V — 2V —8.
So, the exponential after one flipped spin will be:

N =exp ((2V —=8)K + (V —2)h) (3.63)

We can then begin to write Z (3.60) by summing all these terms. Note that
while there is only one possible configuration o resulting in the term N, there
are V possibilities for N7 - because we can flip any of the V spins in the system:

Z=No+VNi+...

124



Things start to become more difficult when considering two flipped spins o;
and o; at once. Now their distance matters - and in particular if they are
neighbouring or not.

. . . "

™ " - 'y *
™ ~ L] L] L ]
’ - - - -

Figure (3.17) — Square lattice with two flipped non-neighbouring spins (in red).

Suppose o; and o; are not neighbours - meaning that they are independent
(3.17). Then the change in the sums A and B will just be twice that produced
by flipping only one spin, and the exponential will be:

Nagar = exp[(2V — 16)K + (V — 4)h] (3.64)

How many configurations {o} generate such term? The first spin to flip o;
may be anyone of the V' spins in the system, but the second o cannot be in
the same position, not in one of the 4 neighbouring cells, leaving available only
V' — 5 places. Thus, so far we have V(V —5) configurations. Exchanging o;
and o; will not alter anything - as they are both —1 - and so we need to divide
by 2 the previous total, leading to V(V —5)/2:

V(V —5)
2

If the two flipped spins are instead neighbours, then B will change the same

(by —4), but for A we need to account only 6 changed interactions, and not

8: one edge is in common between the two spins, contributing with a o;0; =

(=1)(—1) = +1, as if it was never changed, leaving 3 affected edges for each

spin (fig. [3.18)).

Z=MNy+ VN + Nogar + ...

& . . *
# ’ o .
# - a L ]
. - = -

Figure (3.18) — Square lattice with two flipped neighbouring spins (in red).

So the new exponential term will be:
Naclose = exp[(2V — 12) K + (V — 4)h]

The first spin can go in V places, but the second one must be its neighbour,
leaving only 4 possibilities. Dividing by 2 to account for their permutation
leaves us with 2V configurations forming N5 cjose:

V(V —5)

Z=MNy+ VN + 5

N2,far + 2VjV‘2,close +-o=
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_ VEHRY | 2V-8)K+(V=2)h | V<V2_ 5>€(2V—16)K+(V—4)h+2Ve(2V—12)K+(V—4)h+ N

Note that substituting o <+ —o is equivalent to changing the sign of h. In fact,
any term of the sum in (3.60) changes by:

exp (K > og0y+ hZaJ;) — P (K > (Fog)(Foy) — h20w>

(z,y) v (z,y)

So, by changing the sign of h in all the terms we already found, we can construct
their reflections - i.e. the ones starting from all spins down and flipping up 1 or
2 of them. Adding them to Z we get:

V(V —5)
72 e

| VK- {1+V€—8K+2h+ V(VQ— 5)6—16K+4h+2ve—12K+4h+O(e—16K+6h)}

7 = eV(2K+h) |:1—{—V6_8K_2h—|— —16K—4h_}_2‘/6—121(—4}1_}_0(6—16[(—6}1)} =+

In fact, considering 3 spin-flips leads to new terms of order O(e™16K=6) (if
they happen to be all neighbouring, as there are 8 affected interactions), or
higher (if they are further apart, for up to 12 affected interactions).

Starting with A > 0 and taking first the thermodynamic limit V' — oo and then
h | 07 we note that only the first series of terms dominates. In fact, for any
h > 0:

oV (2K—h)

lim —— = lime2"=0 Vh>0
V—o0 eV(QK—i—h) V=00

So in the thermodynamic limit we can ignore the terms in the second row.
Taking the logarithm and dividing by V' we get the series expansion of the free

energy:
InZ 1 —
n7 = —Bf(K.h) = 2K +h+ - In |1+ Ve 8K-2h 4 V(V2 B) 16Kty gyo12Kah

For T — 0, 8 — oo, and so K = 3J — oo, meaning that e ® — 0 and so we
may expand in series the logarithm:

2

In(z) =~z — % + O(;E?’)

leading to:

-5
—Bf(K,h) =2K + h+ e 88720 ¢ )/26—161(—4h | 9p—12K—4h

J

First term

_WJF O~ 16k—6h)

9K 4+ 4 o—SK-2h | g —12K—4h _ 26—16K—4h + O~ 16k
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The spontaneous magnetization is then:

197
P EE e S e (e
3:58 - N

= 1—2e 8K _ge 12K L 10e 10K (3.65)

and is plotted in fig. [3.19

N

>K~f

Figure (3.19) — Plot of the spontaneous magnetization as function of temperature

Tox K~ =1/(BJ). For T — 0 (K — o0) m goes to 1. From Onsager’s exact solution we
know that m reaches 0 at T,, but this cannot be observed in this expansion, as the radius of
convergence never includes Tg.

More terms. For more terms of the expansion in see [8]. There also next
nearest neighbours interactions are considered, with an interaction strength .J5 -
so, to reconstruct our case, let Jo = 0 and thus y = e */2% = 1. So, formula
(3) in [8] may be adapted as:

—4K

M(z) = 1-22%y* + Y a(m,n)z™y" 55— @

m,n

y=1
Borrowing coefficients from table 1 in [8] we get:
M(K)=1-2¢88 _8e712K 1 (_8 418 — 24 — 20)e 10K 4 .

So the first coefficients in (3.65|) are correct, but the one for e 16K not. In fact,
to refine it, we should also consider the case of 3 and 4 neighbouring flips, which
add terms of the same order e~ '% but are much more difficult to compute.

Fortunately, there are more sophisticated methods for generating more terms,
as can be seen in [9)

3.3.2 Correlation functions

Until now we analysed the magnetization, i.e. the average local spin alignment:
my = (0g)

This can be interpreted as a one-point correlation function, measuring how
much a spin o, is “correlated” with itself.
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If we instead compare o, with a different spin o,, we get the two-point
correlation functionP}

Ggg); = Covloy, 0y] = (020y) — (0w)(0y) (3.66)

If 0, and o, are independent, then immediately (0,0,) = (04)(oy), and so
Ggfg); = 0. In general, however, the converse is not true: if the two-point
correlation is 0, the two spin may still be interacting.

Consider each spin interacting with a local field h, in the Ising Model. The
partition function is then:

2(0) = Y exp (—5H(@) + Y huoy ) = e PT
{o} x

with F' being the corresponding free energy. This is a generalization of the case
(3.60), where hy, = h for all spins. Being able to vary the local field experienced

by a single spin allows us to write correlation functions as derivatives of Z.

For the one-point correlation we get the same formula previously found in (3.24)):

0
Ohy

(BF(h)) (3.67)

My = —

On the other hand, for the two point correlation we get:

0 omy,
G = ~gran, = (o= loaDloy = (o) = F3! (3.68)

Similarly, for a 3-point correlation:

93
Gl = = Gigian: PF ) = {0z = (oa)) oy = o)) (02 = {0:)))

and in general:
an

(n) -7
G:Cl,...,:vn ahml . 8hg;n (/8F>

We define the susceptibility as the derivative of the magnetization m with  Susceptibility x
respect to the field h (when h, = h Vz):

_Om

~ oh

Inserting the definition of the magnetization (3.24)) and computing the averages

leads to: . Num .
> ogexp (—B'H(a) +> hay)
_om _ 9 1 159, v 1509 v _
X=an _ah<;“$>v_v%:ah<“”>_v%:ah Z(h) -
Den

lso known as the connected correlation function (or Ursell function), as we are
subtracting the trivial product (o.)(oy)
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(0, Num)/Den

~

> exp (—57—[(0') +> h0y> > oy

o 1 {o} Y
"V Z(h) *

> ozexp <—B’H(cr) +> hay) > exp <—BH(0’) +> hay) > oy

1 {o} Y {o} Y Y
% %: Z(h) ' Z(h)
—(Num 8;?]Sen)/Den2

-2 [<Z 720y) ~ (723 ay>]

T,y x y

So, rewriting the last step result in terms of (3.68)) we get:
Xx=> Gauy (3.69)
x

This the fluctuation dissipation theorem. In other words, the “total” corre-
lation between one spin o, and every other spin oy, is equal to the “responsivity”

of m, to a change in h, i.e. how much the alignment of o, varies when the
external field b = h/f is adjusted.

‘H is translational invariant if it does not change when translating spins:

with o), = 0444, for any z and z¢ fixed.
In this case, as we previously noted, the magnetization is constant: m = (o),
and the two-point correlation depends only on the distance between the two

spins: (0;0y) = (0z—y00).

Finally, we compute the Legendre transform I'(m) of SF with respect to h:
r(m) = 5F(3> + thmx
T
where the {h;} have been calculated as a function of the local magnetizations

{m,} by inverting (3.67). By property of the Legendre transform:
or

Omy,

= h,

Differentiating both sides with respect to h, leads to:

9T Om, 9°T

5:vy:z — Z

— Omgzm?2 Ohy — Om,Om,

Gy

2
Thus 8mi gmy is the inverse of the two-point correlation function G, .
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Exercise 3.3.1 (Ising Model):J

Consider a 1-dimensional Ising Model with nearest-neighbour ferromagnetic
interaction in an external uniform field with energy function given by:

N N
H(U):—J20m0x+1—BZax J>0
r=1

r=1

where periodic boundary conditions are used, i.e. oxy; = o1. Define
K = (3J and B = h.

Part A. Using the transfer matrix T'(0,0’) = exp(Koo' + h(c + 0')/2) and
its spectral decomposition, determine:

1. The partition function Z (K, h)

2. The free energy per node in the thermodynamic limit and its plot
for h = 0 versus 1/K

3. The entropy per node in the thermodynamic limit and its plot for
h =0 versus 1/K

4. The mean energy per node in the thermodynamic limit and its plot
for h = 0 versus 1/K

5. The specific heat per node in the thermodynamic limit and its plot
for h = 0 versus 1/K

6. The average magnetization at z, (0,), in the thermodynamic limit
and its plot for h = 0,0.1,0.2,0.5,1 versus 1/K and for K = 1 versus
h in the range (—5,5)

7. The two-point correlation function (0,0,,) in the thermody-
namic limit and its plot for h = 0 and K = 1 versus .

Part B. Consider the same model with open boundary conditions (node 1
is linked only to node 2, and node N only to node N — 1):

N-1 N
H(o)=—J Y 020041 — B 0s
z=1 =1

Show that the partition function for this case can be formally written as:

Z(K,h) =v TNy = > v(o1) TN (01, on)v(oN)
n=1

where v(0) = €"/2. Show that the free energy per node in the thermody-

namic limit is the same as above.

Part C. Same as in part B with fixed boundary conditions 01 = 1 = o9,
and v(o) = e/2 for both o = +1.
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Part D. How would you try to solve the Ising model in 1-dimension with
nearest neighbour and next-to-nearest neighbour interaction and periodic
boundary condition (o1 = 01 and on4192 = 09):

N N
H(U) - - Z(J10m0x+1 + J20x0x+2) - B Z Oy
=1

r=1

Solution. WIP
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CHAPTER 4

Variational methods

Exactly solvable models are rare. For example, the Ising Model, describing in a
very simplified manner a discrete set of local interacting binary variables, has
been exactly solved only for d = 1 in general, and for d = 2 only in absence of an
external field (b = 0). The latter, in particular, requires long and sophisticated
derivations.

Even for other models, the trend is the same: whenever we wish to study
emergent phenomena the problem usually becomes analytically intractable.

One possibility is then to resort to numerical simulations. However, these
are often time-consuming, require significant computational power, and can
be hard to interpret - as interesting “high level” characteristics (such as the
conditions for phase transitions) are drowned in lots of irrelevant “low-level”
data.

So we may resort to approximate computations instead. The idea is to find
a simple model that is able to capture, at least qualitatively, features from a
more complex one, while still admitting an exact solution. This can then give
hints on what to look for in a full numerical simulation, thus allowing a deeper
understanding.

One quick way to compute approximations is through variational methods.
In essence, we consider some parametrized pdf fg(x), and tweak the parameters
0 so that it becomes “closer and closer” to the target pdf f(x) of the full model.
If we choose a sufficiently simple form for fg, we will be able to perform exact
computations, while still retaining some sort of “correspondance” with the more
complex model.

In the following, we will first introduce a notion of “distance” between pdfs
(relative entropy), giving a mathematical meaning to the notion of “closeness”
between probability distributions. Then we will explicitly state the variational
method as a minimization problem, and, using the Ising Model as an example,
we will see a popular choice for the parametrization of fg: the mean-field
approximation.
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4.0.1 Relative Entropy

Given two (discrete) probability distributions {p;};cp and {¢; }iep, with p;, ¢; >
0 and >; pi = X°; ¢ = 1, we define the relative entropy (or Kullback—Leibler
divergence) of {p;} with respect to {¢;} as follows:

Se{pit{ai}) = — X piln 2t <0 (4.1)

€D ¢

In a sense, relative entropy measures the closeness between the two distributions
- as it is maximum (Sr = 0) when the two coincide, i.e. p; = ¢; Vi. Note,
however, that Sg is not a distance function in the proper sense, as it does not
satisfy the triangular inequality.

The fact that Sgp = 0 is the maximum point of Sg, i.e. Sgp <0, can be proven
as follows. First we define an auxiliary function f(z) over (0, c0):

f(z) = —zlnzx x>0

Such function f(z) is concave. In fact:
f(z)=—-1—-Inx
f”(x):—;<0 x>0

So, we may apply Jensen’s inequality. For any choice of a set of non-negative
numbers {);} summing to 1, the following relation holds:

f(Z)\ixi)ZZf(xi))\i AN=1AX2>0

And letting A\; = ¢; and x; = p;/q; completes the proof:

7
i LY
with the equality holding if and only if p; = ¢;.

Sp = Zi:%f (p) <f (;qﬁ) —f1)=0

4.0.2 Approximation as an optimization problem

Let’s consider, for simplicity, a system with discrete states {o;};cp, each
with energy H(o;), and an associated probability ¢; given by a Boltzmann
distribution:

plo)=g="p =c

- SHO)F) g 3 M) = o BF

{o}
where F' is the system’s free energy function.

In general, the {¢;} are difficult to explicitly compute, because Z is generally a
sum over a huge number of terms (2" in the case of the Ising Model) with no
analytical form.
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So, the idea is to approximate p with another “easier” distribution pg, the
variational ansatz, which is parametrized as a Boltzmann distribution with a
different Hamiltonian H( (and so also a different free energy Fp):

e—BHo(o;)
poloi) =pi= ——— = e~ B(Ho(o)—Fo) Zo = Z o BHo(o) = ,—BF
2
{o}
(4.2)
The closeness of {p;} to {g;} is given by their relative entropy (4.1)):
e PF
~~
- —BHo(o) —BHolo) 7
Di e e
V= Zp ! qi Z 2y . 20 6_57{(0)
' {o} —~—
e~ BFy
1 - (o
= ?0 e BHo( )B[H(O') _7_[0(0) —F—l—F()] —
{o}
= B(H —Ho)o — B(F — Fp) (4.3)

where (- -+ )g denotes the average according to the ansatz distribution:

(flo))o=—-

The expression (4.3)) is called the Gibbs-Bogoliubov-Feynman inequalityﬂ
and holds as an equality if and only if p = py & H = Ho.

Rearranging (4.3):
BE < BFy+ B(H —Ho)o = B{H)o + B(Fo — (Ho)o) (4.4)

Note that Fy does not depend on o, as it’s « In Zp, and so we can bring it
inside the average, and expand it:

B(Fy — (Ho)o) = B{Fo — Ho)o = > _ po(o) B(Fo — Ho(o))
{o}

Then, from note that:
po(o) = e PH(@)=F0) = In po(a) = B(Fo — Ho(o))

and substituting above:

B(FO - <HO>O) I (*]\B Z pO ln po )) = M

4.5
ERRG b

S[po]

where S[pg] is the information entropy of po:

po] = —kg Y po(o)Inpo(o)
{o}

1hysically, it is completely equivalent to the second law of thermodynamics.
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Thus, substituting (4.5)) back in the inequality (4.4)) leads to:

BF < B(H)o - S;E’;O] — B(H)o— BTS|p) (4.6)

And dividing by £:
F < Fy = (H)o—TS[po]

where Fy is called the Variational Free Energy (VFE).
So, the true free energy F' is always less or equal to the variational one Fy. An
optimal estimate of F'is obtained by minimizing Fy with respect to po.

Clearly, if we do not require any constraint on pg, thus allowing arbitrary
complexity, then the minimum is obtained when pg = p: the most accurate
approximation of a model is the model itself. Realistically p is mathematically
intractable, and we need to bound the “complexity” of pg, with the effect that
it won’t be able to perfectly replicate p, and so the minimum for Fy will be
larger than F' (but hopefully still somewhat close).

One possible way to constrain the “complexity” of pg is to force it to be
separable:

po(o) = HP:E(Um) (4.7)

In this way, all degrees of freedom of the system become decoupled. In a sense,
correlations and complex behaviours are “averaged” between each component -
and in fact the approximation in (4.7]) is known as the mean field ansatz.

4.1 Mean Field Ising Model

Consider a d-dimensional nearest-neighbour Ising Model, where we allow each
spin to interact with a local magnetic field b,, leading to the Hamiltonian:

H(o)=—J Y om0y —> byoy

(z,y)

To understand its behaviour, we use the mean-field approximation (4.7)), and
choose a parametrization inspired by the non-interacting Ising Model (3.44} pag.
111)):

1+myo,

polo) = pr(Ux) pa(02) = 9 M € [-1,1] (4.8)
T
where the {m,} are the variational parameters that will be tweaked to make
po(o) closer to the real probability distribution p(e) of the Ising Model, by
minimizing the variational free energy Fy. The constraint m, € [—1,1]
comes from requiring all probabilities to be non-negative p, (o) > 0.
Before proceeding, note that is already normalized:

14+m; 1—my 1 1
— = - —:1
21’)”(%) > T 22
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and that each wvariational parameter m, corresponds to the local magnetiza-
tion of spin o, in the mean-field model:

(oz)0=>_polo)oe =D ]I 1"‘7;?1‘73/% _

o) (o)
1+ myo 1+ mgo,

S 5 (I g e ) e -

(a) or==%1 \ y#z oy==1 2 2 ’

1

_ Z axl—l—mxcrx:l—i—mx_l—mm:mm (4.9)
2 2 2

or==%1

where in (a) we split the product in the case y # x and y = z. Also note that
the average is over pyp and not the “true” pdf p.

Choice of parametrization. The distribution p, (o) in is the most
general discrete distribution for a binary variable such as o, just rewritten to
highlight the average m,.

In fact, consider a generic binary variable o. Its distribution is:

Plo = +1] = py Plo = —1] =p_

Due to normalization, p4 4+ p_— = 1, and so there is only one free parameter
needed to completely specify the pdf:

Plo=+1]=p Plo=-1=1-p

If we then rewrite p as function of the average (o) = m, we get:

1+
m= Y 0][’[0]2p—(1—p)=2p+1¢p:7m
o==+1 2
And so:
1 1—
Plo=+1]= 1"  Pplo=-1=-_"

2
Which can be rewritten more compactly as:

. 1+ mo
2

p(o)

So we are not making any additional hypothesis other than that of a separable
p(o) (given by the mean field approximation).

For simplicity, we work with SFy,, denoting 8J = K and b, = h,. From the
variational principle (4.6]):
, : Slpol
BF < min BFy(m,h) = min (B(H>o e (4.10)
The average of H according to the ansatz is:

(Hyo =(—J > ooy — be0m>0 =—J

(z,y)

Z><Um0y>0 - Z bx<0x>0

(
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We already computed (o;)g = m, in (4.9). For the two-point correlation, as pg
is separable and thus o, and o, are decoupled, we get:

> 1+mx%%z 1+ myoy

<Ux0y>0 = <Ux>0<0y>0 = 5 5 Oy = MygMy
Ox Oy
Thus:
(H(o))o=—J > memy — > bymy = H(m) (4.11)
(z,y) z

This is valid more in general when applying the mean field approximation to
even more complex Hamiltonians, as it is a consequence of the separability of

P0.
On the other hand, the entropy of pg can be directly computed. Noting that

pz(02) is exactly the same pdf we used in the non-interacting Ising Model, we
can borrow the results (3.46)) and (3.47], pag. [111]) from there:

1+myo 1+ mgo
ZPO hlp() ZZ 23@ % 1n 23: T _
B o] T o
1 1 1—- 1—
:Z( +mxln +mm+ T 1 mx>5230(mm) (4.12)
"2 2 2 2 .

where we defined a local entropy sg as:

1+m. 1+4m 1—-m_. 1—m

= | 1 4.1

so(m) 5 In— + 5 In— (4.13)
Substituting these results and (4.12) back in (4.10) we arrive to:

BFy(m,h) = BH(m)+ > so(my) = (4.14)

T
1 zq, 1 1— 1-—
=_-K Z MMy — Z hym, + Z + mn +2m:r + me In me
(z,y)

where the first line holds for a generic Hamiltonian H (o), and the second is
specific for the Ising Model we are studying.

Then, we minimize Fy (m,h) with respect to m, denoting the minimum as
Fy (M, h):

) .
j2 L0 415
0mx6 V‘m:M ( )
1 1 1— 1—
0L 2K S mmy - thmx—FZ( Y
My 2 2 2
<13,y> mM
L LMy 1My 2+ 1 1M, 1-M, 2t _
- K M, — | S
ye%:m y~het g ——F =5 3 3 /2/1—sz
1 1+ M, 2 )
- K _ <
S hx—i—2ln( T
ye(T,y)
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where the sum is over all nodes y neighbouring x, i.e. the ones included in some
pair of neighbours (y, x) involving x.
Using the identity (3.35] pag. [109)

i 1. 1+ M,
tanh ' M, = ~ 1
an z 2111_Mx

and rearranging leads to:

My(h, K) = tanh [K ST My + hy (4.16)

yE(y,z)

4.1.1 Physical meaning of the variational parameters M,

It would be interesting to associate some physical meaning to the variational
solution, and in particular understand what the M, represent.

So, we found that:
mnitn Fv(m, h) = Fv(M, h)
with the M given by solving the N equations (4.16)), one for each node.

The magnetization given by the variational free energy is:

) OFy om, OFy
(02)v = ==~ [BFy(M,h)] = =3[ > ~—(m,h) -~ — (m, h) =
Oha 5 om, " Ohy  Ohs .
e M, (£14)
= M, (4.17)

Note that the variational free energy Fy, is not the ansatz free energy Fy, and
so (oz)y and (o) are different averages, and (4.17) should not be confused

with (£.9).

So, Mx is the best estimate of the true magnetization o, as it is obtained with
the Fy closest to the real F'.

4.1.2 Uniform case

Suppose the magnetic field is uniform h, = h. In this case, the system is
translationally invariant. So, it is reasonable to consider the ansatz where
also all the local magnetizations are the same: m, = m, and search for a single
value of m.

Given these assumptions, (4.14]) becomes:

1 1 1—
BFy(m,h) = —Km? S 1—mh Y1+ | 20 m

1—m
+ In Z 1
f— p 2 2 2 2 g
Then -, 1 is just the number of nodes N, and 3, .y 1 is the number of possible
pairs, which is Nd for a d-dimensional cubic lattice (each node contributes with
one pair for every possible direction). Dividing by N:
1+4m_  14+4m 1—m_  1—m

Fv<maK7h) 2
SAUCESLONSN 1 | —hm (418
N met iy iy m (4.18)

p
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The equation for Mx (4.16)) becomes:

M(h, K) = tanh [KM > 1+4h
ye(y,x)

The sum is over all neighbours of x, which are 2d for a d-dimensional cubic
lattice (2 for every direction), leading to:

M(h, K) = tanh(2dK M + h) (4.19)

A. No external field

Let’s start with the case of no external field h = 0. In this case, the variational
free energy (4.18)) is an even function of m:

FV(ma 0) = FV(_m> 0)
We can then study the solutions of (4.19)):
M = tanh(2dKM) — M(K,0) = M(K) (4.20)

Clearly M = 0 is always a solution. Depending on 2d K, there can be two more
solutions, as can be seen by plotting each side and looking for intersections

ED).

Lis Wirdan) 2

Los

14 (2 dkan) 1/ z L.
— )
ﬁ 4 M

TN

9dk <1 2dk > |

Figure (4.1) — Solutions of (4.19) are intersections of the two curves.

The plots in (4.1)) can be obtained by expanding tanh x in Taylor series around
x = 0. The first three derivatives are:

dd tanhz = 1 — tanh? x

x
2

L2 tanh 2z = —2tanh z(1 — tanh® z)
3

P tanhz = —2(1 — tanh® z) + 4 tanh® z(1 — tanh® z)
T

So:
2 d2 3 d3

d
anh z an +$d:1: anh z m:0+ 9 dz2 z=0 3!dz3 z=0
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223 5 3 5

=r—— 4.21
3.2'1+O(x) x 3+O(x) (4.21)
For small z, tanh z is linear, and in particular tanh(2dK M) is a line passing
through the origin with slope 2dK . If that slope is less than the one of y = M,
i.e. 1, then the only intersection is at M = 0 (left of fig. . However, if
2dK > 1, then there will be two other solutions (right of fig. [4.1)).

In summary:

= r —

e 2dK < 1= K < K. =1/2d, (4.20) has only one solution M = 0.
o If2dK > 1= K > K_, there are 3 solutions: M = 0, £M(K).

In the case K > K., we need to understand which of the three solution leads to
the absolute minimum of Fy,. So, let’s proceed by expanding SFy (m,0)/N =
m) (4.18) for small m. The first four coefficients are:

1.1 1 1 1 1
f(0) = ln —|—71nf fln2—fln2— In

2
£(0) = —2Kdm + 2 1n 2 %—ngéﬁﬁ %Llo

f%m__—de+41+_ SR )  =1-2Kd
o1 1 B

S0 = 2u+mv+2u—myhﬂ_ﬂ

Wy _L_=2 1o o =
S0 = 2O+mﬁ+2(mﬂ—mﬁh4_2

Clearly all odd terms vanish because Fy (m,0) is even. Then:

— 2 3 4
V=0 o) ')+ 70) + T £90) 4 0 f00) 4=
B 1-2Kd
= —In24 ——“m +I§+O( 6) (4.22)

Let’s focus on the highlighted quadratic term. We distinguish three cases:

1. When 2Kd < 1 (K < K_.) the coefficient is positive, meaning that, for
x ~ 0, Fyy behaves like a convex parabola (left of fig. . As K =3J =
J/kpT, this holds for T' > T, = 2dJ/kp, where T is called the system’s
critical temperature.

Note how, in this case, the variational free energy has a single global
minimum at m = 0.

2. Now, ifwelet 2Kd =1 (K = K. =1/2d,or T =T, = 2dJ/kp), then the
quadratic coefficient vanishes, and for m ~ 0 the variational free energy
has the shape of a quartic (m4), meaning that it is close to 0 and “very
flat” for m — 0. Still, there is only one global minimum at m = 0.

3. However, if 2K'd > 1, then Fy is like a concave parabola near the origin.
So m = 0 becomes a local maximum, and m = £M (K) are two equivalent
local minima.
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Figure (4.2)

Thus, depending on the temperature, the system’s behaviour changes funda-
mentally.

Once we have found the solution M for the minimum, the best estimate of
the exact free energy SF' is given by evaluated at m = M and h = 0:

Fo (M. K 1+M_ 1+M 1-M. 1-M
M:—KdM+ M M In

N 2 2 2 2

p (4.23)

Physical meaning of M (K)

When T' < T, we found that the free energy is best approximated by a function
with two local minima at £M (K) - which we have interpreted as estimates of the
system’s magnetization. So, this mechanism could explain the experimentally
observed phenomenon of spontaneous magnetization.

Explicitly, we defined the spontaneous magnetization per node mg (3.58)) as:

—lim — lim —(BF) =1
im ¥ Am 5y, (BF) = lim(

) =mg (4.24)
In particular, the thermodynamic limit must be taken before the A — 0 limit.
We can now use the variational free energy to compute an estimate of mg. Note
that in , the free energy density does not depend on N, so the limit of
N — o0 is trivial. Then we just need to differentiate with respect to h and set
m = M, the minimum found by solving . Thus, the variational estimate
of mg is given by:

0 Fy(M, K, h) [or, oM OFy,
e T i | G (70 K D) e & == (ms K )
e ———
0 (D) o (19

= lim M (K, h) = M(k)

4.25
hi0 (4.25)

where M (K, h) is the solution of (4.19), which, in the limit A — 0, becomes one
of the solutions we found in the h = 0 case, since it is an analytic function. So
mg = 0 if 2dK < 1, and # 0 otherwise.
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We can then study how the solution M (K) of varies as a function of
K1 =kgT /J. This can be done numerically - but to get some understanding
we consider the case near criticality K ~ K. = 1/2d. From fig. and fig.
we expect M ~ 0 when K ~ K..

So, using the expansion of tanh x (4.21]) for small z, (4.20)) becomes:

(2dK)3M3

M = 2dKM — + O(M?)

One solution is clearly M = 0, VK.
For the other solutions, we suppose that K > K, = 1/2d, e.g. K = K.+
with § ~ 0T, and then divide by M to get:

P= (202()3 (2dK — 1)+ O(M*) =
- (K?;lgc)?)(ff ~ K.) +O(M*) =
(K +6(C5i)/Kc]3 (Ke+6 - Ko +O0(M') =
= 6d(1+;/KC>3 L oMY =
= 6d6 + 0(6%)

For 6 ~ 0, 6/(14 §/K.)? ~ §, and so M? is of order §, meaning that M* is of
order 62,

Taking the square root:

M(K) = V6d(K — K.)’ + O(K — K,) (4.26)

where § = 1/2 is the critical exponent. Note that the behaviour of the
spontaneous magnetization near criticality is given by a power law in the
distance to the critical point K.: this happens more in general, not only for the
Ising Model, and does not depend on the details of the model (universality).
also produces a singularity at K = K., where M (K) starts rising from
0 in a non-smooth manner (fig. [£.3).

M T

(|5 \

| -

K e
Figure (4.3) — Plot of the spontaneous magnetization M (K) (estimated from the
variational free energy) as function of temperature (K1 oc 7). From fig. we know that
M(K) =0 for K < K. The red curve at K ~ K, is given by (4.26), while the blue curve at
K — oo derives from (?7) Note the singularity at K = K, the critical point.
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The result in is an estimate given by the mean field approximation.
However, the same kind of relation holds in the true model, just with a different
exponent . For the d = 2 case, 5 = 1/8 can be exactly determined, while for
d > 2 one resorts to numerical methods, obtaining 5 ~ 0.31 at d = 3, and -
surprisingly - § = 1/2 for d > 3. Again, this is not a specific behaviour: the
mean field approximation happens to become exact in d > 4 in many cases, as
we will see later on.

If we instead study the behaviour at low temperatures (K > 1), we expect from
fig. to see M =~ 1, meaning that the argument 2d K M (k) of the tangent in
(4.20) becomes very large. So we expand tanh x accordingly:

tanh z =

et —e Te " 1—e 27 9 L .
ex+6_5”e_‘”:1—|—6_2“"§)<1_6 JE)(l_e ‘e x‘i—'--):

=1-22 4271 L O(e™%)
where in (a) we used the geometric series expansion:

1
1+

And substituting in (4.20]) we get:

M(K) -1 _ 26—4dKM(k) _|_O(e—8KdM(k:)) (7) 1— 26_4dK —|—O(€_12dK) (4_27)

:1—x+x2—x3+...

where in (b) we substituted M (k) ~ 1 in the right side, noticing that all other
terms are of order e 124X or higher. This result agrees with the low temperature
expansion we did in the d = 2 case in , pag. . So the spontaneous
magnetization quickly approaches 1 when K—1 — 0 (T — 0).

B. External field
If h # 0, from (4.18) we have:

FV(TTL,K,h) _ FV(W,K,O)
B N =p N hm
So the variational equations (4.15)) become:
F K
h = 9 [BV(m”O)} = (tanh™ ' m — 2dKm) = (4.28)
om N m=M m=M

M3 M5 M7
M(1—2dK) + 3 + = + - + ...

~
~

Depending on the sign of 1 — 2dK, i.e. if 2dK is lower of higher than 1, the
slope at the origin will be either positive or negative, leading to the plots in fig.
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Figure (4.4) — Plot of the right hand side of (4.28), i.e. the variational estimate of
magnetization, as function of m.

So there are two cases:

1. If K < K. = 1/2d, then the right side of (4.28) is strictly increasing, and
so admits only one intersection with an horizontal line y = h, meaning
that there is only one solution for M (h, K) (in general # 0). If we then
let h — 0, M(K,h) — 0 smoothly, and so mg = 0, as expected.

2. If K > K, instead, the plot is the one on the right of fig. [£.4] and multiple
intersections with y = h are possible if A lies in a certain range:
iBFV(vavo) <h<8ﬁFV(maK70)‘
om N m4 om N m—
where m4 are the local minima/maxima of the right side of (4.28]).

In the K > K, case, in order to understand which of the possible multiple
solutions {M;}i—1 23 corresponds to the minimum of Fy we refer to fig. .

_E 2 Fu{”"-.rk,ﬂ
M Dom
f L"‘)o
)
t
7. >Nl L
-4 . ;
5 >

T'/IQ) .‘vi?. Q/Hl Jl !
rla 7

(Paswell Coss b o)

Figure (4.5)

To simplify notation, let’s denote as f; the free variational energy evaluated at

a solution M;:

i = /BFV(]\]{;: K. h) _ 5Fv(]\]4\;‘, K.0)
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Then note that differences of f; can be rewritten as integrals, which can be
roughly evaluated by looking at fig. [£.5] Then, for h > 0:

_M(B 0 > -
fl_fZ—/M2 (N(‘)mFV(m’K’O)_h dm = —Arcaof B<0= f1 < fo

Mo ﬁ 0 )
Y - z 7 — = —Area of A
fo—f3 /Ms (N@mFV(m’ K.,0)—h|dm rea o <0= fo < f3

M
fi—fs= / 1 (BaFV(m, K.,0)— h) dm = Area of A —Areaof B< 0= f1 < f3

Summarizing:

1. For h > 0, the area of B is always bigger than that of A. So, at the end,
fi < fa< [

2. For h = 0, the two areas A and B become equal, and f; and f3 are two
degenerate minima.

3. On the other hand, if h < 0, all inequalities are reversed, and f3 < fo < fi.
So, when h changes sign, the system jumps to a different minimum.

Intuitively, a h > 0 leads to a preference for a positive magnetization, and,
conversely, h < 0 for a negative magnetization.

A plot of the solution M (K ,h) corresponding to the minimum of Fy as a
function of h is shown in fig.
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Figure (4.6) — Plot of M (K, h) (variational estimate of magnetization, obtained by
minimizing Fy/) as a function of the external field h, which can be obtained by rotating and
reflecting fig. If K < K. (top) the magnetization varies continuously as a function of h.
If K > K., instead, (bottom) there is a discontinuity at h = 0, given by the system’s
transition to a different minimum (M3 instead of M)

All of these results about criticality are summarized in fig. [£.7]
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Figure (4.7) — Phase diagram representing all the singular points of M (K, k) as a dashed
line. Any curve surpassing the dashed part (left of K. ') has a discontinuity (first-order
transition). One such path is the one in the bottom plot of fig. On the other hand, a
curve surpassing h = 0 at the right of K. ', however, is smooth; and one such example is
given by the top curve of fig. So, starting at a point (h, K1) with h > 0, we can
construct two kinds of paths arriving to the phase with h < 0: one passing through a
high-temperature state and without phase-transitions, and one with a phase-transition at a
low temperature. Something analogous happens for the vapour-liquid transition: it can be
observed as an abrupt change (phase transition) at sufficiently low temperatures, or as a
completely smooth process if pressure is increased such that phase differences are removed
(the “gas looks like a liquid”).

We conclude by stressing that the singularities at h = 0 and K > K. emerge
from to the variational principle as a consequence of the minimization.

Remarks on the mean-field approximation. The Mean Field (MF) model
predicts a phase transition in all d > 0. However we know that this is not true
in d = 1, where no phase transition is observed (pag. . Still, for d > 1 the
MF is at least qualitatively correct. Impressively, such a simple model agrees
eractly with simulation at d > 4, at least for the behaviour of magnetization
near criticality.

Mean Field and symmetry breaking. For h = 0, the Ising Model Hamilto-
nian:

H(o) = —J ) 0.0y
(z.y)

is symmetric with respect to the transformation o, — —o, Vz, i.e. H(o) =
—H(o). In any finite system (N < o0), this symmetry implies that (o;) =
—(0z) = (o) = 0, meaning that no spontaneous magnetization can be observed.
However, in the infinite volume, this symmetry is spontaneously broken
below some critical temperature and (o) # 0.

We have shown how this occurs in the mean field approximation. Specifically,
the symmetry that is broken for the Ising model is Zs.
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If we instead consider the Hamiltonian:

H(o)=—-J )Y o4 -0y
(z.y)

where o, € R" and ||o;|| = 1, then the group symmetry is O(n), the orthogonal
group, and H(Ro) = H(o), where R is a n X n matrix such that ||Ro|| =
lo||> =1, i.e. a orthogonal (“rotation”) matrix satisfying R R = RRT = 1.
There are rigorous results establishing that discrete symmetries like Zo cannot
be spontaneously broken in d = 1 (Landau arguments) whereas continuous
symmetries, like O(n), cannot be spontaneously broken in d < 2 (Mermin-
Wagner theorem). In both cases only short-range interactions are assumed.

4.2 Critical Behaviours and Scaling Laws

In the last section, we were able to finally describe a phase-transition , by
analysing the Ising Model in the mean field approximation in d > 1. Mathe-
matically, we observed how the spontaneous magnetization M (K, h), when
K is chosen in the proximity of the critical parameter K. needed for the
phase-transition, is described by a power law ([4.26]).

This happens to be a very general kind of behaviour, proper of not only
mean field models. Scaling laws such as were originally formulated from
empirical evidence, and then given a theoretical foundation in the 1960s by
Widom, Kadanoff and Kenneth Wilson, leading to the field of renormalization
group theory. In this framework, all critical phenomena can be treated on
equal ground, and general results can be mathematically proven.

The importance of scaling laws, and especially the values of their critical
exponents (such as  for the IM) resides in their universality, i.e. in the fact
that they are largely independent on the “model’s details”. In other words,
the very same scaling law can describe two systems that - from the outside -
seem completely different - but that share some fundamental characteristic (e.g.
symmetry).

So, let’s continue using the Ising Model in the mean field approximation as a
concrete example, and let’s focus on deriving and understanding scaling laws
for various quantities of interest.

4.2.1 Spontaneous magnetization

We start with (re)deriving the power law for the spontaneous magnetization.
Recall the expression for the variational free energy (4.18):

Fy(m, K, h) 9 14+m_ 14+m 1-m_ 1-—m
—1 L = _Kd 1 1 —h 4.2
N m” + g In— + 5 n— m (4.29)

B

Fy/ is closest to the true “unapproximated” free energy F' when it’s minimum:

0 |
— I3 K.h)y=20 h, K) = tanh(2d K h 4.30
om V(m> ) ) m( ’ ) an ( m + ) ( )
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Let’s solve (4.30) for h and expandﬂ for m = 0, which holds near the critical
temperature T ~ T,:

1 1
h = —2dKm + tanh™! m = —2de—|—21n1+m

o /+_ (o /_—*ﬁi-+ ))-

1—2dK) + — + —
m( )+3+5+

When h =0 and K > K, = 1/2d, thenﬁ 1 —-2dK < 0. We already know that 1. h=0

the solution m = 0 is a local mazimum of Fy,, and the minima are given by the

:? —2dKm + - [ln (1+m)—In(l—m)] =

31)

other two solutions. Dividing by m and rearranging leads to:

mZ m4 4

(2dK—1):?+?+---:>m2:3(2dK—1)—%+...

If (2dK — 1) is of order O(m?), then m* is of order O[(2dK — 1)?], and so:
m? = 3(2dK — 1) + O[(2dK — 1)?]

And substituting K. = 1/2d:

K K—-K K—-K,?
2_ —_— DR — c C
m —3( - 1)+ 3 - +O<{ - } ) (4.32)

Then, using K = J/kpT and K. = J/kpT, leads to the equivalent relation in
terms of temperatures:

m2:3J/kBT—J/kBTC 1/T—1/Tc+“.:3<TC—T>

T
=3 4=
I kpTe + LT, T +

~—

~1

J— J— 2 J—
_gle T+O({TCTT}>:3|tI+O(t2) p= 11

—t

Taking the square root leads to the power law for the magnetization:
1
m=3|t|°0(-t) p= 3 (4.33)

Here, the Heaviside function 6(—t) ensures that m = 0 for 7' > T...

Let’s now consider (4.31)) in the case h # 0 . To “see” the phase-transition, we 2. h #0
ﬁxﬁ any K > K., for example (and for simplicity) K = K. = 1/2d. In this
case, 1 —2dK = 0 and the linear term in (4.31]) vanishes:

3 5
h="0 Ty = Tyt
3 ) m~0 3
or notational simplicity, we do not denote with M the value of m that solves ,
as was instead done in the previous section.
imonblder fig. 4.7, pag. When h = 0, we are “moving” along a horizontal line,
encountering the smgularlty at K = K..
eferring to fig. we are “moving” along a vertical line with K = K,

§=3 (4.34)
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After collecting a m, all the powers are even, and so we can insert a modulusﬂ
The exponent of the leading order is then § = 3.

4.2.2 Susceptibility (at h = 0)

Near criticality, also the susceptibility y, measuring “how much” the system
reacts to a change in the external field, obeys a power law.
Recall that the susceptibility yx is defined as:
-1 _ Oh
(27) Om

X

~

Using the expression (4.31)) for h and expanding around m = 0 we get:

oh 1

-1 2 4
=— = 2K+ =1—-2dK +m*“+ 0
om ([&31) 1 —m? " (m)

And using (4.33)) to compute m? we arrive to:

X

,1) 1-2dK = 8=k = T2l — ¢ 4 O(1?) T>T,(m=0)

h=0 1 —2dK +m? = K=l 31K — 9| 4 O(#?) T < T,

Taking the reciprocal we finally get the power law for y:
X = Ag|t|? v=1 (4.35)

with Ay =1for¢>0,and A_ =1/2 for £ < 0. A plot of x(7') is shown in fig.
[4.8 and shows how it diverges for ' — T¢. In other words, near criticality, a
small change in h produces a infinite change of m - i.e. the system is globally
sensitive to the external field.

This kind of global reaction to small changes is a defining characteristic of
complex systems, such as living organisms - with the difference that they seems
to “always” be near criticality. One example is a bird flock - which can be
hundreds of meters in size - reacting almost instantaneously to a predator (very
small in comparison).

4.2.3 Specific heat (at h = 0)

Another quantity of interest is the specific heat, defined as:

_9(H)
©="or
Recalling that:
0

his is done so that the resulting expression is meaningful for any real §. Otherwise,
we would have problems when a negative m is elevated to a fractional exponent, such as 1/2,
leading to results that are complex - meaning that we would have to add more specifications.
The notation m|m|°~! naturally solves this kind of trouble.
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we get:

OH) 0B 9 g L 9
oT 0T 9p? kT2 032

C = (—=BF)

The specific heat per node at h = 0 is then:

C 02 1+m. 1+4m 1—m. 1—m
=~ = _kpf——[-Kdm? 1 1 =
‘TN @ B8 gl Kdm” + — ==+ 5 I =]

H? (1—2dK m? )

— 2 2 6y)
2 k‘BB (%2 9 m + 12 +O(m)

H2 1/ K m*
_ 2 4 _ 2 6
= —kpp a5 < 5 (Kc 1) m~ + T +O(m ))

2 |

For K < K. (T > T.), m = 0 (4.33) and so ¢ = 0. Otherwise, for K > K,
(T < T), using (4.32)) leads to:

= o (S B o [ )

K2
2 2 2
) 3[K 3 0 2] (K 3. Jp
= A (A | ) R S P () <
7pf 862</4 K, + ) LR 08 K, \ K, 2"PK,
3
K;KCQkB
In summary:
0 T>T,
o(T) = ‘o |tT* a=0 (4.36)
kg T <T.

Here we would expect C(T') to diverge near the critical temperature, with some
exponent «, but this does not happen in the mean-field approximation (and so
we say a = 0). However, in Onsanger’s exact solution for the d = 2 case, ¢(T)
diverges logarithmically.

Mean field and specific heat. The fact that « = 0 in (??) in the mean-field
approximation can be justified by examining ¢(7T") on the complex plane - as
a purely abstract function (clearly a complex temperature does not make any
physical sense). See [| for more details.
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Figure (4.8) — Plot of the susceptibility x (left) and the specific heat per node ¢ (right) as
functions of temperature T. Both quantities diverge for T'— T, in the real case - but this
behaviour is captured by the mean field approximation only for x, and not for ¢ - for which
only a finite jump discontinuity is predicted. Even in the case of x, in a real system it
diverges more rapidly than in the mean field model.

—

4.3 Scaling ansatzs

We can use the power laws we have just found to write an equation of state
connecting the external field h, the magnetization m and distance to criticality
t. We start from (4.31)), highlight a ¢ and collect a m3:

t

1 K.— K
o4+ = —m 24+ 0(m?) K~K;h~0
3 K.

h=m
As in the mean-field g = 1/2 1' we can rewrite m~2 = m~Y#. We then use
(4.34) to write m3 = m|m\‘5_1, leading to the scaling ansatz, first conjectured
by Widom in 1960:

T—-T.
Te

h = m|m|* " hy(t|m|~1/7) t = (4.37)

Where hs (the “scaling function”) has the following form in the mean field
approximation:

hs(r) = -+ (4.38)

Expression is certainly a valid relation between h, m and t near criticality
in the mean field approximation - but we supposéﬂ that it holds in more general
cases, perhaps with different choices of exponents (3, or scaling function hs. In
particular, we make the hypothesis that hg should be “similar” to , and
in particular should be non-decreasing and vanishing at a negative point x

(fig. [4.9).

hat is why it is called an ansatz.
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Figure (4.9) — Plot of the scaling function hg for the Mean Field case.

Equation (4.37) summarizes the previous scaling laws, in particular ,
and in all cases (h=0o0r h #0,T < T, or T > T.). So, if we assume
that an equation of state of the form holds indeed in a more general case,
and not only in the mean field approximation, we have a way to re-derive all
the scaling laws.

Explicitly, assuming hg monotonically increasing with hg(zg) = 0 and x¢ < 0:
1. Magnetization. If h = 0, equation becomes:
0 = m|m|’~ by (tm| /)
The possible solutions are m = 0 or t|m\_1/ # = 19 < 0. The second one
is acceptable only if t < 0, and in that case:
B

—[t]Jm| P = —|ao| = m| =
xo

However, the second one is present only if ¢ < 0, and so:

0 t>0
m = (4.39)

[t17 /]l t <0

In the mean field, 5 = 1/2 and xp = —1/3, and so (4.39) is equivalent to
@33).

2. Susceptibility. Differentiating (4.37]) with respect to m and evaluating
at h = 0 leads to:

oh
1y~ 9 _ 5—1 -1/8 S=1p1 (4|~ 1/B
U= 0) = o] = a9 ol B e )
= [ml’~" |dhs(2) ~ ZH() v = tlm| /9
B h=0

153

tlm|~1/P

w

<_

1
8

>:



For t < 0, the scaling is given by:

-1 x |m‘6—1 x ’t|ﬂ(5—1) _ |t’fy,

X y-=p0-1)

In the mean field, 5 = 1/2 and § = 3, and so v~ = 1, and yx o [t|7},
which is the same result we got in (4.35]).

In essence, the scaling ansatz (4.37)) comes from the peculiar scaling of m in a
neighbourhood of criticality (fig. 4.10)), and in particular:

a) For h =0 fixed and t = (T'—T¢)/T. ~ 0 (i.e. varying in the vicinity of
the critical point), m oc (—t)% for ¢ <0 (4.33).

b) For t = 0 fixed and h varying, |m| oc |h|'/? (4.34).

FIG. (]

(3%

Figure (4.10) — Phase diagram in h and 7. Singularities of Fy, are represented as the black
dots at the left of T,. The scaling ansatz describes how m changes when approaching the
critical point horizontally (along the red path), i.e. at h = 0 and varying T', or vertically, i.e.
at T' = T, and varying h.

In principle it is natural to say that h should depend on two independent
variables - ¢ and m - but the choice of the form of arises from some
non-trivial dimensional analysis arguments. The idea comes from observing
that certain ratios of quantities - due to their scaling behaviour near criticality
@ and @D - are “dimensionless’ﬂ, in the sense that, near criticality, they do
not depend anymore on the distance from the critical point and are “devoid”
of singularities. Some of them are h/m|m|°~1, t/|m|'/? and t|h|~1/%% - and so
is written as a function of such arguments.

ot in the sense that being pure numbers, i.e. not having physical dimensions (e.g. kg,
T, K etc.) - which is a matter of the so-called naive dimensional analysis. The “non-trivial”
dimensional analysis deals with scaling and local behaviours.
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Figure (4.11) — (a): m(h) for different values of K(T). When T > T, (hot system), m(h)
passes through the origin (red lines), while if 7' < T, (cold system), there is a nonzero
spontaneous magnetization, i.e. m(0) # 0. As m(h) is an odd function, only the first
quadrant is shown for simplicity. If we instead plot “dimensionless” variables (b), all these
curves collapse into a single line (at least for K (T') close to K. = K(T¢), i.e. t =0~ m).
This happens in the mean field approximation, and motivates a generalization to more
complex systems giving rise to the scaling ansatz (4.37)).

4.3.1 Two-point correlation function

By shining a light on a fluid and measuring its scattering we can estimate how
the density (and thus the refraction index) changes from point to point, and in
particular its correlation between different points. That’s why it is important
to compute correlation functions, especially the two-point correlation one:

g(r) = <‘7w0y> - <U:I:><Uy>

Ising Model in d =1

Before computing g(r) in a generic dimension using the mean field model, we
study a simpler case - namely, the d = 1 IM with A = 0 and open boundary
conditions.

We previously obtained:

= 0
pagL16)

For the correlation, we proceed by explicitly computing the average:

1
(oz0y) = Zaxay— exp (Kz O’zO'Z_H) =
o Z z
Factoring the exponential over neighbouring pairs:
1
= ZaxayZ I[ exp (Ko.0.41) =
ag z

As 0,041 is a binary variable (it can be only £1), we can rewrite it using ((3.43|
pag. [110)):

=> T2y [[(cosh K + 0.0.+1sinh K)
g Z z
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Then we expand Z = (2cosh K)V (3.48 pag. |113) and simplify the cosh K
[[cosh K(1+0.0.41 tanh K)

— z —
N ;%Uy (2cosh K)L
MH (1+ 0,0,41 tanh K)
= > 0,0
ZU: Y (QQQMN

1
= o > ogoy [[(1 4 020,41 tanh K)
o V4

To proceed, let’s denote tanh K = A for simplicity, and expand both the sum
and the product, assuming x < y:

2N Zil Zﬂ 0,0y(1 +0102A4) - (1 +04—10,A) - (1 +0y—104A) - - (1 + ony_10NA)
o1 oN=

We can factor out all elements except the last, and perform the sum over oy:

:;V Z Z Umay(l—i-alagA)...(l—FaNzaN1)] [ Z (1+on_10NA)

o1==+1 on_1==%1 on=%1
Note that:
Y. (I+on-10NA) =1+ an-TA+ 1 —on=TA =2
O'N::tl
Leading to:
1
= oN Yoo Y owoy(1+01024) - (1 +on_20n_1A) 2

O‘N,1=:t1

We can then sum over o _1, which will result in another factor 2, and reiterate
until we arrive at the sum over oy:

1
=% D 0r(1+0102A) -0y (1 + oy_10,A) - 2V 7Y
2 o1==%1 oy==%x1

If we now compute the sum over oy, the result will be different due to the added
factor:

Z oy(14+oy—10yA) =1+ 0y 1A—(1—-0y_14) =20, 1A
oy==1

Beside the usual factor 2, now we have also a factor A and a oy_1:

2N 21 Zj:l 02(1+ 01024) -0y 1(1+ 0y 90, 1A) -2V ¥H14
o1 Oy—1=

Due to the added oy_1, also the next sum will produce (beside the 2) also an A
and a o,_9, and so on. This continues until we arrive at the sum over o:

N Z Z (1+01024A) - 0323(1 + 0y_105A) - o=z gy—z
2 o1==%1 =41
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Note the ¢2: one o, was there from the start, the other was produced by
summing over o,4+1. However, as o, = £1, 032: = 1 in any case, thus making
the sum “go back to normal”:

Z ai (1+0y-10:A) =1+ 0egA+ 1 — g 1A =2

am:il\{"

From now on, all the remaining sums will just produce a factor 2 each, and
nothing more. So, at the end:

<U:r‘7y> = 2})(

Here we supposed x < y. If y < x instead, nothing really changes in the
argument apart from the sign of the exponent. So, in general, we may write:

AY=22X — (tanh K)¥~*

(0,0,) = (tanh K)l¥=2] (4.41)

Denoting with r = |y — x| the distance between the two points x and y, we can
finally compute the correlation function g(r), and rewrite it as an exponential:

_ _ "= il
g(r) = (020y) — (02) (o) = (tanh K)'"l = exp (_6<K)> (4.42)
(4.41) 0 (4.40)

where £(K) is called the correlation length, and measures the decay of
correlations. In other words, spins are significantly correlated only when they
are |r| < £(K) positions apart.

Note that:

) = 1
~ Intanh K

diverges when K — oo, i.e. when T'— 0. At very low temperature, the one-
dimensional Ising model becomes fized in a extremely correlated configuration -
as if T'= 0 were its the critical temperature. Still, note that this does not
agree with the mean field model, for which K. =1/2d =1/2 = T, = 2J/kp.

§(K

The divergence of the correlation length £(K) is fundamental for universality:
as all microscopical parts of the system can interact with the whole system,
the “exact specifics” do not matter anymore, but only the most fundamental
characteristics of the system.

General case: the correlation ansatz

The exponential behaviour of the two-point correlation function (4.42) motivates
an ansatz for models in d > 2. More precisely, when ¢ # 0 (i.e. T % T¢) the
two-point correlation function is hypothesized to have the form:

glr,t) = 1" exp (—5&)) r=||r| (4.43)

with the correlation length diverging near the critical point:

1) = Cult|™  t~0,h=0 (4.44)
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for some proper choices of parameters 7, v and Cy. In more general cases, £(t)
may also depend (weakly) on the direction of v, meaning that the system is not
isotropous.
At the critical point ¢t = (T'—T,) /1. = 0, with h = 0, the correlation does not
diverge anymore, but it’s described instead by a power law:
Correlation ansatz

glr,t) ~ ||r|| "2 (445)  atp—0

where the added exponent 7 is called the anomalous dimension.

We can combine (4.43) and (4.45)) by writing an equation of state for the
correlation length £(K), as a function of the only two “dimensionless” scaling
variable /€& and t|h|~/59.

E(t, h) = |t|7VE(t|h|71/P) (4.46)

leading to the complete ansatz for the two-point correlation ansatz:

r The “complete”
g(r,t,h) = r*(d*}"")g <£’ thl/ﬁ‘S) (4.47) correlation ansatz

Before proceeding, we note that (4.47)) leads to an interesting relation between
v (the exponent defining the scaling for the susceptibility) and 7,4, i.e. the
exponents appearing in the correlation ansatz.

Recall the fluctuation dissipation theorem (3.69) [127)):

_ 0 >0 1 2
1
= =3 ((oao) = (@)} ) = L glrt.h)
xy Q(JU:;atvh) "
At h = 0 and t ~ 0, § varies slowly, because it is defined as a function

of “dimensionless” variables. So we can consider the continuum limit, and
substitute the sum over r» with an integral:

= /ddrg <2) pod=2n e 52_’7/dd93 (@)~ (=240 =

TV
Constant in h, t

= 2. Const. _oc_ [t|7V2)
(4.44)

and comparing with (4.35)) leads to the following scaling relation:

7 =u2-n) (4.48)

4.3.2 Hyperscaling

Finally, we proceed yet further in finding new ansatzs.
In the previous section, we found that the correlation length £ can be regarded
as new scale length that emerges spontaneously near criticality.
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So, naively we know that the free energy density f scales as L™%, where L
is the physical length scale of the system and d its dimension. However, near
criticality, we may guess that the “most important” length scale becomes instead
&, leading to the ansatz:

F(T,h =0)
N

As & ~ [t|77 (4.46)), then, near criticality:
F(T, k= 0) ~ |t ¥

f(T,h=0)= —= ¢~ . Const. + Less Singular Terms

Differentiating two times with respect to T" we can derive a similar relation for
the heat capacity:

82 dv—2
C= —TﬁF(T, h = 0) = Const - |¢| +ls.t

Comparing with (4.36]), we find a relation for the exponent «, known as the
hyper-scaling relation :

a=2—dv (4.49)

The hyper comes from the fact that is the only relation thus far that
explicitly involves the dimension d of the system. Moreover, it is known to hold
only below some critical dimension dy; (the “upper” dimension), and violated
in d > dy. In case of the Ising Model, diy = 4.

4.3.3 Summary of scaling relations
We have introduced a total of 6 exponents:

1. B8, regulating the magnetization m as a function of temperature (4.39))
2. 7, for the susceptibility x as a function of temperature (4.35|)

3. §, regulating the magnetization m as a function of the magnetic field h
(14.34)

4. «, for the specific heat ¢ versus temperature (4.36|)

5. m, dealing with the decay of the two-point correlation function near the
critical point as a function of the distance ¢ from it (4.47))

6. v, describing the divergence of the correlation length near criticality as a

function of ¢ (4.46))

and 4 scaling relations between them:

B6—1)=~ (4.50a)
v(2—mn) =7 (4.50Db)
O0+1)=2—« (4.50¢)

dv —2 =« (4.50d)

meaning that, at the end, only 2 exponents are independent.
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4.3.4 Correlation function in the Mean Field

We want to verify (4.47)) in the case of the mean field approximation.
So, we start with a separable variational ansatz (4.8 pag. [133):

1+ mg o,

po(o) = Hpm(ax) pa(0z) = 9 e €[-1,1] (4.51)

In this case, spins are independent, and so:

(020y)0 = ZPO(U)%% = (oz)o{oy)o = mamy
{o.} "
More in general, the n-point correlator between m distinct xq, ..., z,, spins is

the product of the local magnetizations my,;:

n
=1

This means that the correlation function Gy is trivial:
Gy = (020y) — (02)(0y) = Mmgmy —mgmy =0

A more interesting (and accurate) result can be obtained if we start from the
exact partition function:

20 = Zew (~6(e) + 3 hec)

The magnetization m,, at position z1 can be obtained by deriving In Z(h) with
respect to the local field h;, at that position (3.67):

Z exp (—BH(J) + %: hxax) Oy

O 1wz =12

Oha,

= <Ux1> = My,

Z(h)

And if we differentiate once more, with respect to hy, with xe2 # x1 (see the

steps preceding (3.69) at pag. [127):
Z exp (—BH(O’) + Z hxax> Ox1 0o
x
A

(Lesson 27 of
11/05/20)
Compiled: January
28, 2021

0? 0 (o}
Do O InZ(h) = Do (03,) = +
Z exp (—ﬁH(a) + Z hxax> o Z exp <—5H(0') + Z hx%) Oy
Ao} z Ao} z
A A

= <U$10w2> - <U$1><Uw2>
And so we get an exact result for the two-point correlation function:

Omey,
Gy oh - = <0331JI2> - <JI1><JI’2> (4-52)
T2
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In the mean field, local magnetizations obey equation (4.16|):

mz(h, K) = tanh [K > my+ hy (4.53)

YE(Y,T)

where the sum is over all nodes y that are neighbours of x. Solving for h, leads
to:

K |ry—r, =
hy = tanh ™! My — Z Kaymy Ky (E) K5|rm—ry a — Ira y| ¢
y a

0  otherwise

(4.54)

Here we denote with r, the position of node z in the lattice, so that |r; — 7|
is the distance between spins x and y. Neighbouring cells are separated only by
the grid step a, and we use this fact to rewrite in (a) the sum over neighbours
of x as a sum over all nodes by adding an appropriate Kronecker delta.

Differentiating both sides of (4.54)) with respect to h, leads to:

Oh 1 omy om
) = = — K )
Y Oh,  1—-mZ Oh, Zy: W Oh.
~~— ~~—~

Ozy ]
= — == — K| G
; \[ 1—m2 Y | Yz
Avy

This can be rewritten in matrix form as follows:

1=AG (4.55)
where the entries of A are:
1_71,,% -k K —Ki3
— K3 — K9 ﬁ_% 1—mz

In the case of a cubic lattice with periodic boundary conditions the
system is translationally invariant, and so it is reasonable to assume a uniform
magnetization, i.e. hy, = h and m, = m(h,T). This leads to:

5a7y 2z *T=Y
Aoy =5 Koy =917

-K  |ry—ryl=a
And from (4.55)) we obtain:
Ozy

1 —m?

Gl=As (G, =4, = — Ky (4.56)
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Note that the entries of G™! depend only on differences of positions (in Kzy),
meaning that G lis translationally invariant. Explicitly, the (reciprocal of the)
correlation between spins that are the same distance apart is the same, and so:

(G_l)xy = ’1('rx, ry) = Gil(rx +na,r, +na) nczZ%
Choosing n so that ry, = —na we get:
G_l(rm,ry) = G_l(’r';C —ry,0) = G_l(rx —7y) (4.57)

Translational invariance implies that G ™! is diagonalized by the Fourier basis.

This can be quickly shown in the continuum limit, i.e. if we treat r, and ry as
continuous variables. Then, ignoring the normalization constants:

FIo g o [ d're e [ 9T G ) d'r, = (4.58)
— d%r, d%r, P Ty G (r, —1,) =
R

) _ » ddt dd’l’y eipteiry-(erq)G—l(t) _
=ry—Ty

= [ AP IG ) [ i, om0 = 67 p)o'p + )

J/

FIG=Y)(p) 5(p+a)
And so F[G7'](p, q) can be nonzero only if p = —q, meaning that can be
seen as a (infinite) diagonal matrisf, Then, the inverse of a diagonal matrix is
obtained by replacing each element in the diagonal with its reciprocal:

FIG(p.q) = 5 (p + q)

FIG(p)
However, 7, and r, are constrained to discrete positions in the cubic lattice
- in other words G~!(r,, r,) should really be a function Z¢ x Z4 — R. By

adding some Dirac deltas, we can extend the domain to R? x RY, essentially
making the function vanish for all non-integers arguments:

G (ry,my) = > G_l(rgg,ry)éd('r;E - na)éd(fry —ma) Tz, Ty € R?
n,mecZ4

G~ has a period of a for all its arguments, and so its Fourier transform will
have| a period of 2 /a.
With a symmetric choice for the normalization, the Fourier transform becomes:

-1 _ (2! d, —ipTs d . —igr
F[G ](p7q) - (%) ]Rdd pe p /]Rdd qe qTy,
n,meZd

discrete matrix My n(R) is diagonal if it has entries Ay = Azdyy. Here we
have some sort of “continuous matrix” - which should really be intended as the matrix
representation in the Fourier basis of a linear operator on L?(IR%). So, in a sense, it is a
0o X oo matrix “centred in 0”. In the d = 1 case, it can be thought as of a plane, with entries
at every point (p, ¢), and the diagonal being the second-fourth quadrant bisector p = —q.

ee https://www.gnu.org/software/gnuastro/manual/html_node/Dirac-delta+

and-comb.html| for the proof.

162

Translational
invariance and
Fourier basis


https://www.gnu.org/software/gnuastro/manual/html_node/Dirac-delta-and-comb.html
https://www.gnu.org/software/gnuastro/manual/html_node/Dirac-delta-and-comb.html

= (i) SN ertpneriatm Gl(ng ma) =
2 neZi mez4 R
G~ ([n—mla)

(L)' x et g 1) =

teZd mezd
d
a iapt — —iam-
_ (7 Z e~lapt 1(1:(1) Z e —lam (p+q)
tcZd meZd

he 2nd

where in (a) we used the deltas to collapse the integrals.
For the second sum, recall that{l"}

(2nd):; Jio:o exp (j: k7rf> Jg:o S(f —nF)

k=—00 n=-—00
In our case:
o a \? 2rm - (p+q 27 2
(25 S e () - () % i(pea-m)
a 1l mEZd / a Zd

Regarding the remaining sum, recall that ta = r, — ry:

O
Yy
5~ K011yl

(Ist) = G (ta) = G (ry —1ry) = Ay = T—m

Note that = y if and only if r, — 7, = 0, i.e. £ = 0, and so 0,y = 5,‘5{0, which
denotes a d-dimensional Kronecker delta:

1 t=0st;=---=t;=0
5t,0:
0 otherwise

Similarly:
Olry—ryl,a = Ot]la,a = Of¢|,1

Substituting in the sum:

. 64 . 1
—iap-t t.0 = —iap-t
> e (1_m2—K5||t|,1> —di_/l_mz K3 e

tezd tez?
Itl=1

For a integer valued vector t € Z¢, a unitary norm can be obtained if and only
if exactly one of its components is £1. Thus:

d

S et = Y [e—iap-ti + e—iaP"t‘i} = (ti = ((1), S EL L ,9))
tez? p=l '
1£]=1

10ARee equation 4 in http://fourier.eng.hmc.edu/e102/lectures/
ExponentialDelta.pdf|for the proof.
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d d
— Z [e—mpu + 6"1‘2047#} — Z 2 COS(&pM)
p=1 u=1

And so at the end we get:

2w
> 5 (p +q— m)
meZ4d a

d
FIG Y (p.q) = (1_17712 —2K Z%COS(@M)
s

which is periodic with period 27 /a in each component of both arguments - and
so p and q vary Withi (=7 /a,+n/a)?. This means that:

2 2w
p;ﬂrqué(—ﬁr) Yu=1,...,d
a a

And so:

o
Y 6 p+q-m=— ) = 5(p+q)

meZd

because all other ds with some m,, # 0 vanish. Thus F[G~1](p, q) is diagonal,
and its matrix inverse is:

~ 1

G(p,q) = y i'(p+q)

(1—m?) ' —2K 3" cos(ap,)
pn=1

Symmetric normalization. We are using a symmetric normalization for the
direct and inverse Fourier transforms (here for d = 1 for simplicity):

Flf@)p) = fp Z P f(x

ZE_—OO

f [ ff}ff e

Where the factor is exactly 1/v/T, with T being the period of f(p), which is
27 /a in our case.

This is done so that F is a unitary linear operator mapping elements (i.e.
functions) of La(IR) to elements of Lo([—m/a,m/a]). This is necessary to avoid
altering the determinant of the matrix during transformation.

Physically, this is the only way to make both G~! and G~! adimensional - as
they should be.

To find G, we anti-transform. Applying the definition of the inverse transform
of the DTFT (with a symmetric choice for normalization) leads to:

a4 T 0%(p+
G("':raTy) = <§> /(_7r +£)2d ddq ddpelp Tzt Ty <p qzl
o (1-m?)~t —2K > cos(apy)
pn=1

1he extrema are not contained. This can be proved by considering the discrete finite
case, i.e. a lattice with a finite number N of spins, computing the DFT and taking the
thermodynamic limit N — oo.
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= (a)d/ ddpeip'("'x_ry) 1
a=—p\21/) J(-z42) s d
(1—=m)"" —2K ) cos(apy)
pn=1

(. J

G(p)

(4.59)

The integral’s cubic domain is also called the first Brillouin zoneIT_Z] of the
cubic lattice with grid step a. G(p) are then the eigenvalues of the matrix
Gy (when N — o0), and (a/27)%2eP"= are the (orthonormal) eigenvectors.

Note that for |x — y| > a, i.e. spins that are very far apart, the oscillation
of the complex exponential P ("#="v) is very rapid, i.e. a tiny difference in p
amounts to a high change in phase. Then the integrand will oscillate rapidly
about 0, making the integral vanish. Thus, the only significant contributions
are when p =~ 0, i.e. the ones with a “stationary phase’F_gI. So, we can expand
G (p) in series:

- B 1 d B 1 d (ap )2 B
G(p) = L_mz — QKI;COS(GPM)] = L_mz — QK,; (1 — 2“ + O(pi))] =
(4.60)
= [ — 2 Kl 4 o(lpl] [k (10l + )] =
A
1 1

~ Ka?||p|® + Ka2/A

Recall that a has dimension of length, ([a] = L) and that p of the reciprocal of
length ([||p||] = L™1), while the constant A defined in the above expression is a
pure number. Then [A/Ka?] = L2 and so we denote it £~2 = A/ka?, where
now [¢{] = L is the correlation length:

- 1 1 A a2[ 1

G ~~ -2 = =
P~ R re ¢ "R K

In the mean field approximation, m is given by the solution of (4.53]), which
near criticality is given by (4.26] pag. [140):

K — K.
3— ¢ K>K
m?(K) = K. ‘

0 K< K,

- 2dK] (4.61)

1—m?2

with K, = 1/2d.

1attices are at the foundation of solid state physics. In particular, the Fourier transform
of a lattice - represented as a “grid of ds” - is still a lattice in the space of frequencies, and
it’s called the reciprocal lattice. The first Brillouin zone is just how the first unit cell of
the lattice appears after the Fourier transform. In the case of a cubic lattice, it is still cubic,
but with a different length.

1 his is in fact a generalization of the saddle-point approximation to complex integrals
with an oscillating term
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Then, substituting in the definition of &, for K < K. we get:

a_Q{ 1 K] _ a_Q{l K}_a‘Q(KC—K>_a_2\K—Kc]
K2 [1-m?2 K.l k<k. K K.l K K, K K,

And for K > K., expanding around m =~ 0:

£2=

CL—2

KQ

L 4 O(m?) — 1+ o

¢ = | & o
K.l k>, K

K- K. K} _ a YK - K/

143
{ + K. K. K K.

So, in both cases, we have:

K—-K,.
K.

o]

K=~ K,

Meaning that the correlation length diverges near criticality:

1/2

K~ K,

“IK_K,

This is consistent with (4.46], pag. [156):

§ oc [t

with ¥ = 1/2 in the mean field approximation.

Substituting back in (4.61)) and collecting a ||pl|*:

6o~ i (1+ ) = el el (6

ka?|pl* &llpl

All that’s left is to verify that (4.62)) is indeed compatible with a correlation
function given by the ansatz (4.47)). So, let h = 0 for simplicity, and assume
that:
Ty —T
Gy = |[re —my|| 7972y (H . : y”) (4.63)

The Fourier transform of (4.63]), up to normalization, is given by:

/ ddrH ” (d—2+1) A <H?|>e P

By rescaling 7 = v/||p|| we can make § a function of ||p||¢ as in (4.62):

3 Qo |||~ E2 (HUH) D
G x — = G| —— Jexp v —
B fouio i) o ( @D

P

A v vD

= Il [ o ol () e
§(HPI|£)
— ol "25(pl€)
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And so (4.63)) is compatible with (4.62]). Moreover, we see that n = 0 in the
mean field approximation (but in general it can be # 0).

As a bonus, we see that the scaling relation (4.48| pag. [156|) is respected in the
mean field:
v =v(2-—n)
As we have found v =1, v = 1/2 and n = 0.
Finally, notice that:
8

ZGwy:<UxZUy> (02) ZUy :87 Oz) =X

where in (a) we used the fluctuation-dissipation theorem (3.69} pag. |127)). Then,
the sum over all y is equal to the Fourier transform evaluated at p = 0. First

we rewrite it as:

Y Goy= > G(ra,ry) = > Gry—ry,0)= > G(¥)

ry€Z? tezZd tezZd

Then, evaluating G(0) gives the desired sum:

_ Z G(t)e—ipt‘ _ Z G(t) = (1_1m2—2Kd>

tezd p=0 teZd (.59

4.3.5 Example in a real system

An example of the emergence of scaling laws in real complex systems can be
seen by examining some features of a forest, in which many trees compete for
a set of resources (elements in soil, light, etc.).

We start from the simplifying assumption that each tree of a certain “size” r
(which can be measured as its height, or the diameter of its trunk) mainly
competes with trees of similar or bigger size - as everything much smaller will
have a negligible effect on it.

Then we measure the distance r; between the tree of size r and the closest bigger
tree, which will follow some distribution IP(r;|r). In particular, we consider the
accumulated distribution given by:

P~ (r4|r) E/ P(rl|r) dr

Ti

After some sophisticated analysis, a reasonable ansatz for IP~ is found:

P (rilr) = F (575) (4.64)

For each r, P~ (r;|r) is plotted in fig. 4.12]
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T T

ri|m]

Figure (4.12) — Plot of the accumulated probabilities for r; for various tree sizes r.

If the ansatz in (4.64) is correct, then by rescaling the z axis to r;/r?/? we
should see all curves “collapsing” into one. This indeed happens in fig.

e ))>(;7[J;2] _A

+04 Vet onn 2

£ g g

.P;Ir,—lrl Cumulative PDF for a given tree diameter

0.0 0l 0.2 0.4 0.5

0l

Py 2/

Figure (4.13) — All curves from fig. collapse (approximately) into one when rescaling
the z axis according to ansatz di

This means that there is some kind of emergent behaviour in the forest: the
distribution of tree sizes is not completely random, but exhibits a scaling
behaviour, which is similar to the one we studied in the Ising model. In a sense,
the forest has “self-tuned” to a state “near criticality”. Yet, it is not clear why
this is the case - for example what is the evolutionary advantage in this kind of
“self tuning”.
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CHAPTER 5

Beyond Mean Field
and Universality

Many years of study of phase transitions have shown that there are few types
of critical behaviours, meaning that many systems exhibit the same kind of
behaviour near criticality.

As an explicit example, a summary of the critical exponents for several classes

of models is shown in fig. [5.1}

Table 1-1  Values of critical exponents

Expo-  Mean ficld\  Ising model  Ising prodel  Heiscnberg  Spherical

nent  ‘heory J d=2 d=3 modeld = 31 modele >0
o 0
' 0 = 2
R 0 0.12 0.06 - —
] 4 § 0.31 }
¥
Y 1 3 1.25 1-38 .
not defined 2-¢
'I
g i 1 0.64 0.7 i
2—-¢€
3 3 15 5.0 L
2-€
n 0 i 0.04 0.05 0

tApproximate results from numerical extrapolations of high-temperature and low-

temperature series. The uncertainties are ]118]'131 forn=3 tha = nd for the TIMme:
indi na a
1 d t P d

Figure (5.1) — Values of critical exponents for several models. As these exponents do not

depend on all the details of each model, there is no need to fully specify each Hamiltonian.

For example, the IM in d = 2 could have more complex couplings between spins (other than
the nearest neighbour ones we considered until now). Taken from [10]

Here there is no need to fully specify the Hamiltonian of each model: for
instance, when talking about a Ising Model in d = 2, the exponents are the
same no matter how complex the spin couplings may be (for example, not only
nearest neighbours may be interacting).
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Moreover, if we consider higher and higher dimensions , the exponents tend
to the values obtained in the mean field approximation. For example, d is 15
ind= 2, and 5 in d = 3, which is closer to the MF value of 3.

There is also a dependence on the symmetries of each model. As an example
we may consider the Heisenberg model, a generalization of the IM in which each
spin is a 3-vector. Now the system is globally rotationally symmetric, meaning
that the symmetry group is O(3). In the Ising Model with binary spins, the
spin-flip symmetry is instead described by the Zs group. So, even if the two
models are studied in the same number of dimension (e.g. d = 3), the scaling
exponents will be different, as can be seen in fig. [5.1]

From this analysis, we find that the critical exponents do not depend on the
specificity of the Hamiltonian, but only on two general characteristics:

o The dimensionality of the model

o The symmetries of the Hamiltonian

In the following, we will try to give some mathematical foundation to these
arguments, mainly motivated by heuristics and intuition. A true formal proof,
while possible (in some cases), would require a level of depth and sophistication
well outside the scope of this course.

In essence, the idea is to start by fixing a specific symmetry - for instance that
of the Ising Model - and consider the most general kind of Hamiltonian with
that symmetry. The goal is to compute the partition function as a power series,
and demonstrate that, at least near criticality, the relevant coefficients are few,
and depend only on the initial symmetry and the model’s dimensionality.

However, this kind of computation is impossible if we are dealing with discrete
variables, such as the binary spins o; = 1 of the IM, as in general there is no
analytical way to compute the sum in the partition function. A way around this
is to convert the model to continuous variables, i.e. spins o; € IR, making the
partition function vanish for values ¢, that are “far” from the discrete ones (£1).
This, along with some reasonable assumptions (such as translational invariance
and short-range interactions) allows to expand Z in series near criticality, and
study its behaviour.

We can then search for the simplest discrete model that is able to recreate the
relevant coefficients in the Z expansion, and thus provide a “minimal description”
for the behaviour of entire classes of systems.

5.1 From discrete to continuous variables

Consider a Ising Model, with a general Hamiltonian including also more complex
spin-spin interactions:

—0H(o) = Z Kpyor0y + Z Kopyat0p0y0.00+ ... (5.1)

CE,y m7y727t

The term K, (and similarly the others) could include not only neighbouring
spins, but also next-to-neighbouring spins and so on. One important constraint
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is to allow only interaction between an even number of spins, so that the
Hamiltonian has still a spin-flip symmetry:

H(o) = H(—0)

which is described by the cyclic group Zo.
The partition function is given by:
7 — Z e~ PH(o)
{o}

This is a function of discrete binary variables o, = +1. We can write it as a
function of continuous variables o, by zeroing all values where ¢, # +1 with a
Dirac delta:

7= [ [Tdee st~ n]e (52)

The Dirac delta can then be written as the limit in which a smooth function
(e.g. a gaussian) becomes more and more “peaked” (fig. [5.2):

52 —1) = lim e @D’ A7) (5.3)

A—+o0

where N'()) is a normalization constant. In fact, the integral of the ¢ is always
fixed:

/+<>O /+OO dp—1)+6(p+1) 1 1 .

Ll 2l ot
(5.4)

where in (a) we used the composition formula for the §:

Slofo) = X o

with the sum over all (simple) roots x; of g(x).

a1
= A=) ATTA)
e \}\l |

Figure (5.2) — The d(¢2 — 1) can be seen as the limit of a smooth function with two peaks
in +1, which become more and more sharp as A\ — 400, while maintaining the area under
the curve fixed to 1.

Imposing (5.4 in (5.3)) leads to the following expression for the normalization
N(N):

+o0 —1

NN = [/ dp e =1’

—0Q
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Then, substituting (5.3 into the partition function ([5.2) we get:

o N _ _ 2 1)2
z= i N0 [ [Taea ] (-pH0) - A X2 -12) 69
Experimentally, we observe that near criticality the details of the system do
not matter for describing its behaviour - and so we expect that the system
with finite A (e.g. A ~ 1) will behave similarly to the one with A — +o0.
Mathematically, studying the first case allows us to deal with smooth functions.

So, removing the limit from (5.5)) is equivalent to study the following Hamilto-
nian:

—BHiot(¢) = —BH(p) = AD (2 — 1)°

Let’s now assume that all spin-spin interactions are translationally invariant,
meaning that the interaction terms Ky, Kyt and so on are all functions of
distances.

Explicitly, let’s focus for instance on K. Translational invariance means that
we can write it as:

Kpy = Ko(ry —1y)

for some function K. Then, due to the Zy symmetry, Ko(r, —ry) = Ko(ry —
rz). In fact, if the two spins are the same (both +1 or —1), then exchanging
them will not make any difference. If they are different, i.e. one +1 and the
other —1, exchanging them is equivalent to a spin-flip, and so the result will
still be the same.

Thus, if we rewrite r = r, — r, = na, with n € Z¢, then Ks(r) is an even
function, and depends only on ||| due to translational invariance.

This means that all averages of only one component of r are zero:

S K(r)ra=0 a=1,...4d (5.6)

because K» is even, while r,, is odd.

We also assume interactions to be short range. This means that the average
of two components of r is proportional to a?:

Oa
S Kalllrlrars = "2 50 Ka(llrllirl? o a? < oo (57)
T T

The 0,4 comes from the fact that we expect different directions to be independent
(isotropy), and the d is just a normalization for the Kronecker delta.

Similar relations are expected to hold for all higher order interaction terms
(K zy2t and so on).

With all these assumptions, we can simplify the Hamiltonian (j5.1)). For instance,
the K, term becomes:

> Ko(re —ry)e(re)e(ry)
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with ¢(r;) = ¢, and ¢(ry) = ¢,. In this notation, z and y are numeric
indices for the spins, and r,, ry € Z%a are their positions in the lattice. Then
©(r;) € R refers to the spin of the cell x at position 7.

Changing variables to » = r, — 7, leads to:
Y o(ry) D Ka(r)p(ry + )
Y T

Now we use the fact that K9 is short range, and so the dominant contributions

to the sum are the ones with small 7. Near criticality, we expect the correlation 4. Criticality
length to diverge, meaning that spins that are far apart can be highly correlated.

Qualitatively, this leads to spin configurations that are “smooth”; in the sense

that neighbouring spins are similarly aligned. Mathematically, this allows us to

treat p(r) as a smooth function of the position r, and in particular to expand

it in series around r = O:

82

d a 1 d
; p(ry) ETZ Ks(r) [90("’1/) + El Ta%SO(T) e, + B a%; Talg 8Ta6r5¢(r)

We can then exchange some of the sums to use (5.6) and (5.7):

d agp
= Z@(""y) ZK2(T) gp(’ry) + Z@(""y) Z (ZK2(7’)7’04> ar ("“yH‘
Yy r y r [0}

+ ...

=Ty

a=1_ _—
% 0
d 2
Tal3 0%
3 er) Y (X Kr) s () 4 =
” afa1 N7 2 187’037’5
B30
And inserting a coefficient c3 to account for the proportionality:
2 2 d %
=2 Z p(ry)” + csa ZSO(ry) Z 72("'9) =
Y Y a=1 8Ta
—_——
V2p(ry)

=), o(ry)? + c3a® > p(ry)V?(ry)

Taking the continuum limit ¢ — 0 (an “infinitely dense” lattice) the summa- 5. Continuum limit
tion becomes an integral. We then rescale the integration variable from r, = ya,
resulting in an additional =% factor, so that the integrand is adimensional:

= /Rd d%ya~? [czs@(a'y)2 + c3a”p(ay)Vo(ay) +} =

a—0
Finally, integrating by parts two times the highlighted term, and ignoring the
resulting surface terms, leads to:

= Jre A%y a™? [c20® (ay) — c3a®(Vep(ay))® + ... ]

A similar procedure can be done also for the other interaction terms. For
instance, consider the quartic term:

Z nyzt‘ﬁ(rx)go(ry)(:O(TZ)@(rt)

x7y?z7t
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Translational invariance implies that:
And so we can rewrite the term in the Hamiltonian as follows:

Z nyzt(p(’r'z)QO(’I‘y)QO(’I"Z)QO(’I"t) =

Yzt
= > p(ry) D Ku(rira,r)e(ry +r)e(ry +ro)e(ry +73)
T1I=T Ty Ty T1,72,73
TO=T.—Ty
T3=Tri—Ty

And then expand around 71, 79,73 = 0.

After all these manipulations, the Hamiltonian will look like:

—BHiot (@) = /le ddy a_d[— 03a2(V<,0)2 + 62g02 + é4g04 + ...
+ d2a®(V)* + .. ]

The yellow term comes from the binary interactions, the blue ones from the
quartic interactions, and the green includes contributions from both of them.

As ¢ € R, through a change of variables we can fiz one of the coefficients - for
exampltﬂ c3 to 1/2. So we consider the transformation ¢ = (¢, with ( € R
constant such that:

1 d—2

| a

c3a® (Vp)? = e3> (A (V)2 = S(V9)? = (* =

DO |

€3

After this, the Hamiltonian becomes:

~BH(p) = ~BH(@) = — [ %y [J(Ve) + 567 + ot + god + -+
(5.8)

+ R(V626 + .| (5.9)

It is not important to specify exactly the dependence of these new coefficients
i, 94, 96, f2, ... on the old ones c3, &, ¢4, da, . ... For now, let’s just observe their
order on a:

d— 2(d-3).

4. 3d—8. d—2
; g6 X @ s ggox a” " faoxa

poca? gyoca

When taking the continuum limit a — 0, p always diverges, while the other
coefficients either vanish or divergeﬂ depending on d. For instance:

e d > 4: only pu is diverging

e 3<d<4: pand gyq diverge

he choice of which coefficient to fix is arbitrary. At the end, we will be interested in
the “relative order of magnitude” of the coefficients

n fact, we take the continuum limit in the first place just to quantify the relative
importance of these coefficients
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o 8/3<d<3: p,q4,9g diverge

In particular, this means that for d > 4, a purely gaussian model can be used
to describe the system, and it’s able to capture all the behaviour of the system
near criticality:

[(Ve)* + ¢

DN | —

~BHo(®) = = [ d'ehy(6.00)  ha(¢) =

This is the essence of universality: a critical system can be described with
few parameters, which depend only on the symmetry and the dimensionality
(assuming short-range interactions).

From a physical point of view, we are interested only in the d = 3 (general
systems) and d = 2 cases (interfaces/surfaces of systems). However, all other
possibilities are still relevant theoretically. In particular, the concept of fractional
dimensions enables perturbative expansions. The idea is that for d < 4 we can
write d = 4 — ¢, with € ~ 0. This means that g4 is “less important” than pu,
and can be treated perturbatively starting from a Gaussian model, leading to
results that agree well with experiments. In particular, this has lead to very
powerful renormalization group techniques, which are able to shed light onto
the so-called “universality classes”, i.e. very general “types” of models with
similar critical behaviour.

5.2 Back to the discrete world

In summary, the continuum limit @ — 0 has shown to us that only a finite
number of terms in the Hamiltonian are important.

Thus, a discrete model with just the “right complexity” so that its continuum
limit matches just the first terms of is enough to describe all the systems
in the same universality class near criticality!

One such example is the Nearest Neighbour Ising Model that we have already
studied. In the same universality class we find the “Next Neighbour” Ising
Model, in which a spin may interact with a neighbour of its neighbours (fig.
. Explicitly, the Hamiltonian is given by:

—BH(o) =K ) owoy+L > 0.0y
(z,y) {(z.y))

where the second sum is over all z and y that share a neighbour z (i.e. that are
“neighbours of neighbours”).
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Figure (5.3) — Diagram of the interactions in a Next Neighbour Ising Model. Spins in the
lattice are represented as red dots, the usual nearest neighbour interactions are in blue, and
the next neighbour interactions are in green.

Results from renormalization group theory show that the phase diagram of this
kind of model is that of fig.

L Soame COu }MJ

L¢ - be he arccnn

{AJ"CA}{ WLM-(

Pana nMLljm.. flhﬂlﬂﬂ‘ -“""'"'-U'-"”'.

> K
Ke

Figure (5.4) — Phase diagram of the Next Neighbour Ising Model.

When the system is near criticality (i.e. along the red line of fig. |5.4) its
behaviour is described by the same set of critical exponents that appear in
the Nearest Neighbour Ising Model we previously examined.

Let’s add another term to the Hamiltonian, describing quartic interactions:

—fH (o) = K Z o0y + L Z o0y + M Z 03:0y0,0¢ (5.10)
(z,y) (z,y)) [zyzt]
/_y te 2
M h D

Figure (5.5) — Types of interactions in li
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In this case, the phase diagram is shown in fig. [5.6] Near the red surface, at which
a second order transition happens, the system’s behaviour is again described by
the same critical exponents that appear in the Nearest Neighbour Ising Model!
They are only different when crossing the green surface (corresponding to a
first order transition, for which there is no universality in principle) and the
boundary between the two surfaces, called the tri-critical line (which belongs
to a different universality class).

—

— T onden

%6 X094 Tr- CAJ "ru’ g«»{

,_k L8 e g %i'ralf }le JLAA/P:;‘MAJ PR
- Sou e Mw,‘fmxwg%y vé/mJ ey
Seame N J f;ﬂ C/“r‘i'ca«ﬂ & x Poame /4

Figure (5.6) — Phase diagram for the model 1'

So, let’s see the form of the partition function for a lattice model that
is “complex enough” to account for only the first few relevant terms of the
continuum limit expansion.

We start from :
—BH(p) = —/ ddy [1(%)2 T B2y st et .+
R4 2 2

+ (V)22 + ... }

Setting a = 1 for simplicity, and replacing the integral with a sum over the
lattice sizes leads to:
1

_5HLattice(¢> = - Z §(¢x - (by)Q - ZV(¢x) + . (5-11)
(z,y) r
V() = %¢2 + 910" + ... (5.12)

The two most important terms are the one with p coefficient, and the first
gradient term - which accounts for basic binary interactions between spins. All
the others can be neglected for d > 4, or eventually treated perturbatively in
lower dimensions.

Then, the partition function on the lattice is given by:
ZLattice /IRN |:];[ d¢l‘ :| eiﬂHLatticc((b)

One quick way to approzimate it is through the saddle point method. So we
search for the stationary point ¢ of the exponent:

0L o @] = X o= o)+ V6| Gy

0P yE(®,y)
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If we look for a uniform solution, i.e. setting all the components of ¢ to the
same value ¢, then we recover the results of the mean field approximation.

In particular, (5.13]) simplifies to:

0L Y -8+ V@) + . =V(d) = ub+ 498 + 667"
ye(z.y) 0 when ¢ = ¢

One immediate solution is ¢ = 0. If u < 0, another solution is:

/
¢ = <—“>1 2 +0(u) <0 (5.14)

Note that p has the role of t = (T — T¢)/T¢, namely: if u > 0 (T > T,) only
¢ = 0 is possible, and if u < 0 (T < T,) solution (5.14) emerges. Graphically,
the potential V(¢) for different values of u is shown in fig. m

V(‘E) /i V()

R

+—

h>o
/

W, de>o

Figure (5.7) — Graph of V(@) (5.12) near ¢ = 0 for different values of coefficient s,
assuming g4, g¢ > 0.

So it is reasonable to identify p with:
T—-1T,

1
Note that this leads to the same phenomenology given by the mean field
approximation. However, as we started from a much more general expression
(5.11), we can now go beyond it! One way is to (perturbatively) consider
deviations from the saddle point solution, i.e. ¢, = ¢ + ¢,. Then the partition
function becomes:

Ziattice = € NV (@) /]RN [I;Id@w} exp (_;Z(%‘¢—é%% +. )

XYy -

o<

Note that if we keep only the p term (Gaussian model), i.e.:
V()= 56
Then the saddle point approximation (with uniform solution) leads to:
0=V/(d) = b d=0

So the (mean field) Gaussian model can describe only the paramagnetic phase -
as there is no equivalent of the spontaneous magnetization ((5.14)).
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5.2.1 The Lattice Gaussian Model

As an example, let’s examine what happens if we keep only the first gradient
term and the p term in (?7):

1
~BHG Lattice(®) = 5 D (6= 0 + 5262 =
(z.y) r
1
=3[ T @ T ] - T bety =
(z.y) (z.y)

SN+ ] - Y bty =

2 (r)
1

:iggb ,U+2d <Z>¢ac¢y
1

= B Izy b (,U + Qd)axygby - mzy ¢x¢y5|rxfry\,1 =
1

= 5 ; ¢1: xy¢y

Mwy = (:u + Zd)éx Y 5|'rx—ry|,1 (515)

where in (a) we used the same reasoning needed for (3.15, pag. [104)).

To proceed, note that the matrix M, is just the inverse of the covariance
matriz of a multidimensional gaussian, meaning that:

<¢x¢y> =

Moreover, the form of ((5.15)) strongly resembles that of the correlation matrix
we computed in the mean field (4.56, pag. |[159):

1

-1 _
Gany - 1 _mzdxy -

-K Py — 1yl =a

where the corresponding elements are highlighted with the same color. We
already diagonalized G, in (4.59} pag. |163):

_ (2 Ay i (ra1y) !
Gy = (27r> /(_g, g)dd be ’ d
(1-m?)~! — 2K > cos(apy)
pn=1
G()
(5.16)
And so by comparing ((5.15]) with (5.16)) we find:
1_ (@ d/ d, ip(re—ry) 1
(et =) = (52)" g 4 i
p+2d — 2> cos(pya)
p=1
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where we also reintroduced a # 1. Thus, the eigenvalues M (p) of M, are:

d
=p+2d—2 cos(pya)
pn=1

M(p) =

| : I
w4 2d — 2 Zzzl cos(pua)

Then, in the stationary phase approximation, we expand around p = 0 (as we

did in (4.60)):
o
M(p) =+ plla® + O(lpll") = a* (L5 + IpI*) + O(lpll")

Noting that [~ 'a?] = L2, we define the correlation length ¢ = \/a2u~1. As
p o< t, this means:

gzmm(T‘Tc)_" ) -

1
T 2

Which is exactly the same result we got in the mean field approximation.

5.3 Conclusions

1. The continuum limit of a generic Ising Model suggests that the
lattice Hamiltonian (5.11)) with continuous field ¢ and only a few terms
capture the correct critical behaviour of an infinite class of detailed models
with short-range interactions.

2. The number of significant terms depends on the model’s dimensionality.
In particular:

e When d > 4 = d, (critical dimension) the critical behaviour is the
one captured by the mean field approximation, and the Gaussian
model describes the 2-point correlation.

e When 3 < d < 4, we consider an additional term:

1

BHLaiice(®) = 30 360 =0, =53 249361 (517)

(z,y)

This is known as the ¢*-model, and it’s the paradigm for describing
second order phase transitions in the universality class of systems
with Zo symmetry.

(5.17) can be generalized to other kinds of symmetries. For example,
a generic Hamiltonian with O(n) symmetry is given by:

—BH{s}) =K > Sa-sy+L > Sg-8y+M > (Sz-8y)(sz-8¢)+...

() {(z.y)) [zyzt]
In this case, becomes:
1
FHLaiee(®) = 30 5(@0 = )" = 52 161+ 93 ball
(z,y) r r
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CHAPTER 6

Dynamics

Until now, apart from the chapter on irreversibility, we were only interested in
equilibrium properties. Now we shift our focus to the dynamics of complex
systems.

We will start by introducing Markov Processes, which are the simplest non-trivial
models for describing the evolution of a system.

6.1 Markov Processes

Consider a discrete set of events E, representing the system’s states. For
example, m € E could be a particular configuration of spins & = (01,...,0N)
in the IM, and in this case |E| = 2V with N being the number of spins.

A Markov Process describes a “memoryless evolution”, in which the current
state of the system at a certain time ¢ is the only information needed to compute
the transition probabilities to any other state m’ at a future time ¢’ > t.
In other words, if a system is at state m at time ¢, then the probability that it
will move to state m’ at time t' > ¢ is given by P(m/,t'|m,t), which does not
depend on the previously traversed states at times £ < ¢.

This means that the joint probability of a specific evolution of the system, which
at time t; is in state m;, can be factorized as follows:

P (g, th; mp—1, t—1; - - .M, t1) = (6.1)
= P(my, tg|mp—1, tk—1)P(mg—1, tg—1lmg—2, tg—2) - - - P(ma, talma, t1)P(my, 1)
where ¢ < ty < --- < t}, are arbitrary instants. (6.1 is indeed the defining
property of a Markov Process.

Markov Processes are the simplest kind of stochastic processes that are non-
trivial, as they incorporate a slight dependence on the past.

A trivial process would be one for which the probability of each state is completely
independent on the previous states, meaning that P(m/,t'|m,t) = P(m/,t').

Note that, by definition, the “transition probability to the present” is given by:
P(m’, t|m,t) = 6 m
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We will call IP(m, t|mg, tg) the propagator. Starting from an initial distribution
over the states IP(m, tg), the probability of each state m being visited at time ¢
is given by:

P(m,t) = Z]P(m,t’mo,to)lp(mo,to) (6.2)

mo end start

In a sense, P(m, t|mg, ty) “propagates” the initial distribution to the evolved
one.

Clearly, for a Markov Process IP(m, t|mg,tg) must be compatible with (6.1]).
Our goal is then to derive a differential equation for the propagator, containing
some detail about the specific dynamics of the system.

6.1.1 Chapman-Kolmogorov equation

Let’s start by considering three instants tg < ¢’ < t. The conditional probability
for a system to visit state m at ¢ and state m’ at ¢/, given it started in mq at ¢
is given by:

P(m,t;m', t'|mo, to)
Due to the Markov Property this can be rewritten as:
P(m,t;m’, t'|mg, to) = P(m, t|m/, £ )P(m/, ' |mo, to)
Marginalizing over m/:

P(m, tjmo,to) = Y _P(m,t;m’, '|mo, t0) = > P(m,t|m',t")P(m’,¢'|mo,t0) Vt' € (to,t)
m/

m/

(6.3)

This is the so-called Chapman-Kolmogorov equation.

6.2 Master Equation

To get a differential equation for the propagator, we choose t' = t — At, with
At ~ 0. Substituting in (6.3]) and separating the terms with m’ # m from the
one with m’ = m we get:

P(m, tlmo, to) = > []P(m,t]m',t—At)lP(m’,t—At|mo,to)]—i—
m!'#m
+ P(m,tim,t — At) P(m,t — At|mo, to) (6.4)

As the system is always in some state, the transition probabilities to all possible
states m’ must sum to 1:

STP(m tm, t — At) = 1

m/

Splitting the sum over m # m’/ and m = m’ leads to:

> P tlm,t — At)] +P(m, tjm,t — At) =1

m!'#£m
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And rearranging:

P(m,tim,t —At) = 1— > P(m/,t|m,t — At)

m'£m
Which can then be substituted in ((6.4)):
P(m, t|mo, to) — IP(m,t — At|mo,tg) = (6.5)
= > [lP(m, tim/ t — AP (m/, t — At|mog, to) — P(m’, t|jm, t — At)P(m, t — At|mo, to)

m/'#£m

We now assume that the transition probability per unit time At has a finite limit
for At — 0:

. 1 / — /
Al g 7t = B0 = Wl )
where Wi (m/|m) is the transition rate from m to m’. Then, for a small At ~ 0,
the probability of the system jumping from state m to state m’ in the time
interval (¢,¢+ At) is given by Wy(m/|m)At.

Then, taking the limit At — 0 of both sides of (6.5 leads to:

AltimO]P(m,t]mo,to) —P(m,t — At|mg, to) = 0P (m, t|mo, to) At =
ﬁ

= Z[ Wi(m|m') AtP(m/, t|mo, to) — Welm/|m) AtIP(m, t|mo, to)]
m/

Here the sum can be taken over all m/, as the m = m’ term automatically
cancels out. Note that the yellow term describes jumps to m (an “inward” flow
of probability) and the blue term jumps from m to another state (an “outward”
flow of probability).

Figure (6.1) — W;(m|m') measures the probability flow entering m (left), while W;(m/|m)
is the one exiting m (right).

Then, dividing everything by At:

0P (m, timo, ty) = Z [Wt(m\m')]l’(m', timo, to) — Wt(m/]m)]l’(m, t|my, to)} Master Equation
m/
(6.6)
which is known as the Master Equation.
If we multiply both sides by IP(myg, t9) and sum over myg, using (6.2)) leads to:

OP(m,t) =3 [Wt(m|m’)]P(m',t) - Wt(m/|m)]P(m,t)] (6.7)

m/
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If transition rates Wi(m|m’) do not depend on ¢, the Markov Process is said to
be homogeneous. In this case reduces to:

oHP(m,t) => [W(m|m')l[’(m/,t) — W (m'|m)P(m,t) (6.8)

ml

In a sense this is analogous to the Fokker-Planck equation for Brownian Motion,
with the right hand side representing a probability current.

By equating 0¢IP(m,t) = 0 we can find a stationary state IPg(m), which is
the solution (if it exists) of:

S [ W Cmlm' Yo' — W o[ om) | = 0 (69)

Py(m) is a stationary equilibrium state if each single term in the sum (6.9)
Is zero:

W (m|m')Peq(m’) = W(m'|m)Peq(m) (6.10)

This is the so-called detailed balance condition. An equilibrium state is such
that the probability flows between each pair of states are perfectly balanced,
meaning that there is no net “motion of probability” anywhere.

[ [ ]
A an !

Figure (6.2) — If detailed balance (6.10) holds, the probability flow W (m|m’)Peq(m) from
m/ to m is exactly equal to the one W (m/|m)Peq(m) from m to m’.

As probabilities are always positive, we can write IP¢q as a Boltzmann probability
for a certain energy function £(m):

]I)eq(m> = Ze_ﬂg(m) 7 = Ze_ﬁg(m)
Then implies:
W(m|m/) —BIE(m)—E(m’
er plE(m)—E(m’)] (6.11)

There are infinite possible choices for the transition rates W (i, j) that satisfy
(6.11). In fact, if W (m|m') is such that (6.11]) holds, then we can construct a
new W’ (m|m’) as follows:

W (m|m') = W(m|m")C(m,m’)

For some function C(m,m’) of the states. If we choose C'(m,m') = C(m’,m)
(i.e. it is a symmetric function) then W/ (m|m') satisfies (6.11]) too.
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This means that if we arbitrarily choose some form for the transition rates, as
long as they do satisfy (6.10)), we are sure that the stationary state corresponds
to the system’s equilibrium.

However, it is not clear if the system dynamics will lead to a stationary state for
any initial condition. This is really not a trivial matter - nonetheless fortunately,
if holds, it can be shown (see sec. that the equilibrium state will be
eventually reached.

If we sum over m both sides of the Master Equation , the right hand side
vanishes, leading to:

0
— > P(m,t) =04 Y P(m,t) = Independent of ¢
ot % poo
This means that the total probability never changes, i.e. it is conserved:
> P(m,t) =) P(m,0) =1 (6.12)
m m

Using the Master Equation we can also compute the evolution of the average of
a generic function f of the state:

fe= ZIP(m, t)f(m

Differentiating with respect to t:

Conservation of
Probability

Evolution of
averages

fle= 3 0m0fm) = 32 om) [W YR )= W m)P (. 1] =
= Zlf(m') m |m (m,t) Z,f m)P(m,t) =

Exchanging m <> m/ in the first sum (which is allowed since we are summing
over both m and m’, and so it just amounts to a reordering of addends) allows
us to collect a IP(m, t) factor:

= Z/f(m) (m|m/)IP Z f(m m)P(m,t) =
=2 P(m.1)) [f<m')w<m'\m) — F(m)W (| m) (6.13)

In this way, the last expression can be interpreted as the average of the quantity
in the square brackets.

The same result can be obtained by using a more synthetic notation. First,
we rewrite as a matrix product. Let P(t) be the vector of probabilities
(P(m,t): m € E). Our target is an expression as the following:

P(t) = TP(t) (6.14)
for some matrix T. To find it, we need to convert to the form:

OP(m,t) => Ty, P (m, 1)
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Note that the first term in is already in the correct form:

oP(m.1) =3 [W(m\m’)ll’(m',t) - W(m'|m)1p(m,t)} (6.15)

To “adapt” also the second one, we first rename m’ to m”, and then insert a
sum with a Kronecker delta to “convert” the m to m

> W(m/im)P(m, Z W (m" |m)P => > W(m (m/, )6
m/ m/!

m m//

Substituting in (6.15) and collecting a IP(m/, t):

OP(m,t) =3 [W(m|m S’ ZW } )| P, 1) (6.16)
T(Jm’)
And so we find:
T(m,m') = W (m|m') — 6, Z W (m"|m’) (6.17)

Let’s define the (symmetric) scalar product of two functions f,g: £ — R as
follows:

{flg) = Zf = (9lf)

Then, the average of f at time ¢ can be written as:

(f)e = (fIP(1))
And differentiating with respect to t:
O f)e = (f1oeP (1)) = (fITP(t)) = (T f|P(t))

(6-14)

S I RT)
However T (6.17)) is symmetric:

T  (m, m') = T(m/, m)
And so:

T T _ ! !
(T°f) = ZT )Zf(m )T (m’,m)

g g/ ()W () = Fm)W G |m)

which is exactly the result we found in (6.13])).
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Example 4 (Homogeneous Poisson Process):J

Consider a store, and denote with P(n,t) the probability that n € IN
customers have visited it after a time ¢.

If clients arrive with a fixed rate A (arrivals per unit time), then the transition
rate from a state with n — 1 clients to one with n clients is exactly A:

Wi(njn—1) =X

Supposing that no more than one customer can enter the shop at the same
time, all the other rates are null:

W(n|n') =0 Vn'#n-1

Then becomes:
OP(n,t) = AP(n—1,t) =P(n,t)) = > T(n,n")P(n,t)

T(”? n/) 6:17 (5n’,n—1 - 5n,n’>)\ : ln’zo ]In’z() =
©.17) 0 otherwise

The average number of clients evolve as:
+oo +o00o

o(nye =Y Pn,t)n=X>_ [P(n—1,t) —P(n,t)|n
n=0 n=0

Note that the n = 0 term vanishes, and so the first nonzero term is the one
with n = 1. Shifting the sum leads to:

+o0 +0o0
=AY P(n,t)(n+1)— > P(n,t)n| =
n=0 n=0
+00
= Z P(n,t) = A
n=0
1 (6.12)

Integrating over t we get:
(n)y = (n)o + At (6.20)

As expected, the number of clients that have visited the shop increases
linearly, with a speed equal to the rate A.

We can then compute the variance Var(n);. To do so, we use the moment-
generating properties of the probability generating function:

+o00
G(z,t) = (g9)t = Z_:Ozan(n, t) g(n)=2" (6.21)

As g(n) is a function of the state, the evolution of its average is given by
(6.18):

0iG(z,t) = (TTg>t
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which evaluates to:

/

=ZT(n',n —/\Z nn/—1 — 0(n, ) p>0)2" =
_ (= 1) = Az — Lygln)

And so:
8G(z1) = Mz — 1)G(2,1) (6.22)
Notice that if » = 1:
=Y P(n1) =
n>0

And (6.22)) with z = 1 is just the probability conservation (6.12)):
9G(1,t) =0

We can then integrate (6.22) with initial condition IP(n,0) = d,:

G (z,t) = Mz —1)G(z,1)
G(2,0) =%, 2"P(n,0) = 1

= )\t At)"
= G(z,t) = TN = =N Z n (X" &0 = P(n,t) = e_)‘ti( n')

And so P(n, t) is a Poisson distribution with rate \.

Finally, recalling the generating properties of (6.21)) we can compute the
average of n, finding again ([6.20) with (n)o = 0:

=\

z=1

9,
(n)yy = zaG(z,t)

On the other hand, the fluctuation of n is given by:

2
7t =y~ i = () G|~ (e =

= 20,[Mz2G(z,1)]

— (M) =M=o =V

z=1
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Exercise 6.2.1 (Radioactive Decay):}

Solve the case of the decay process of radioactive nuclei. Let A be the decay
rate, meaning that the transition rates are:

Wi(n—1n) = A W(n'ln) =0 Vn'#n-1

Find the law of decay (i.e. the distribution of n(t)) given the initial condition
]P(n, O) = 5N,n-

6.2.1 Limiting distribution and equilibrium

6.3 Dynamics of the Ising Model

We are now ready to study the dynamics of the Ising Model.
Each state o = (01, ...,0x) is the spin configuration of all N spins, with an
associated energy given by:

—BH(o) =K > axay—i—hZJx
(zy)

As the spins are binary variables, the transition rate from a state o to any
configuration o’ can be written as a sum of spin-flip rates:

(o)=Y Wilo

z flips
For example, if N = 3 and we consider the transition o7 — o2 with:
o1=(+1,+1,+1) o2=(-1,-1,+1)
Then the transition rate is a sum of two spin-flip terms:
W(oalor) = Wa[(+1, — 1, +1)[(4+1, +1, +1)] + W3[(+1, +1, = 1)[(+1, +1, +1)]

Formally, W,.(¢”’|o) is the rate of the transition that flips the z-th spin in the
o configuration. If we define it in the following form:

Wa(o'lo) o< | TT b, | 0r.or, (6.23)
y#

then it is automatically 0 when the spin-flip is not needed (i.e. if o, = 07,), and
SO we can write:

=> Wy(o'|lo

with the sum extended over all N spins.

We definitely know that the Ising Model has an equilibrium state - which
was characterized in the previous chapters. So, we want the W, (o|o”) to satisfy
the detailed balance condition (6.10)):

W, (o|o’)e PHE) = W, (o' |o)e PH (@) (6.24)
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As we are considering a single spin-flip transition at position x (6.23)), H(o”)
differs from H (o) only for the different value of o,, and its interactions with
the neighbouring spins y € (x,y):

—BH(o') = —BH (o) —2Ko, » oy — 2ho,
ye(z,y)

Substituting in (6.24]) and rearranging leads to:

W, (o|o’) exp (%— 2K0, > oy — 2ha$) = W, (o' |o)e=2HT

ye(r,y)

exp (— [K Z oy + h} Ux>
ye(,y) -

w, o)
exp

yE(z,y) [Kzgy + h] Oy
ye(T,y)
| —
Hy

coshH, (1 — o, tanhH,) 1—o0,tanhH,

1| coshH, (1 + o, tanhH,) 1+ 0, tanhH,
pagll10]

(6.25)

We can then choose any form for W, (o”|o) that satisfies (6.25]) and it will lead
at the end to the same equilibrium state. The simplest possibility is to just
equate both sides numerators and denominators:

wx(0m7&m)
7\

1
W,(o'|o) = 5 [ 1T 50270/2} R [1 — o, tanh (h + K ay>] (6.26)
Tm 2F#x yE(z,y)
wz(*Um#a'm)
X ~ ~
Walolo”) = 5| II 0. 0t |0os g |14 0 tanh (h +EY o—y> =
m =ty | yelz,y) / |

—
=

1 -
— ?[ H 60'z70'/z:|60'é:7_0'w 1 _O{E tanh <h+KZUZ//> -

a
et yE(z,y)

The symmetric factor 1/27,;, (independent of spin configuration) is added to fix
the dimensions of W, which must be of T~! as it is a transition rate. Finally,
in (a) we used the Kronecker ds to rewrite o, — —0o3, and o, — oy, for y # .
We denote with 5 = {oy: y # x} all spins that do not change during the spin
flip. Then flipping the z-th spin amounts to the transition (0,6 %) — (—0z,6z),
and we denote its rate with wy(oy, &4). Similarly, the reverse transition, i.e.
(—04,62) = (04,64) is denoted by wy(—0,, 64).

We can then write the Master Equation as follows:

P(o,t) = [we(—04,62)P(—04,6a;t) — w0y, 62)P (0, 64:t)]  (6.27)

T
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Note that the positive term is the inward flux of probability, i.e. the one that
goes from —o, to the current state o, (maintaining &, the same), while the
negative term is the outward fluzr from o, to —o,

We can now compute the evolution of the average magnetization (o, )¢ of the

z-th spin:
((;t(crz)t = Z P(o,t)o Z Z O Wy (—0g,62)P(—05,62) — 0wy (04, 62)P(05,62)] =
{o} T {o}

We split the sum between the terms with x # 2z and the one with x = z:

= Z Z[szw(_amv&w)lp(_axa&w) - axwm(am,&w)ll’(ax,&w)]—l—
x#z{o}

+ Z[Uzwz<_0'z7 &z)]P(_O'm 6’z> - O'zwz((727 a'z)]P<0'27 a’z)}
{o}
(6.28)

In the first sum, note that:
Z O-mwm(*a.ra OA':E)]P(*U% &w) = Z O'wa((fg;, &w)][)<0x7 a'a:)
{o} {o}

since we are summing over all possible configuration . In general, for any
function of the spins o

Zf(gwaa':v Zf —04,0z) vf
{o} {o}

In fact, changing the sign of ¢, merely amounts to a reordering of the addends.

So, if we make this change in the first term of the first sum, we get a cancellation:

Z Z[Uzwx(o':m a'a:)IP(U:m &m) - wax<0xa &m)]P(O'xa a.al)] =0 (629)
r#z{o}

Doing the same trick in the second sum, however, does not lead to a cancellation:

Z[_O'zwz(UZa a'z>]P(UZ7 &z) - Uzwz<0-z; 6-2)1[)(027 a'z)] =

{o}
= -2 Z oWy (04,6)P(0,,6,) = —2(0,w,(0,,62))t (6.30)
{o}
Substituting (6.29)) and (| - ) back in ) leads to:
at<0z>t = _2<Uzwz<0za&z)>t =
2
—%(az [1 — 0, tanh (h + K O'y):|>
ye(z,y)
= (o) = —(02)¢ + ( 02 tanh <h+KZay>>t (6.31)
~ ye(z,y)

The second term can be expanded, taking into account that o, = &1 is a binary
variable. For example, in d = 1, the spin neighbouring z are z — 1 and z + 1:

tanh (h + K(0241+ Uz—1)>
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Since 0,41 = +1, this function can assume only 3 possible values: one when
0,41 = +1, another when 0,11 = —1, and the third one when 0,11 = +1 and
0,—1 = —1 (or viceversa). A second order polynomial can be used to fit these
three points:

tanh(h + K(0si1 + 0s-1)) = &+ b(0ss1 + 0oe1) + E(0s1 + 051)2

By expanding the square, note that o2, = 1. So, changing the coefficients
accordingly, we have:

tanh(h + K(0,41 +0.-1)) L +0(0,41+02-1) +COsr10,-1 (6.32)

To find a, b and ¢, note that if we sum over 0,11 = +1 we get:

Z [a +0(0,41+0221) +cosr10,-1| = 4a+ (2b—2b) + (2¢ — 2¢) = 4a

oxr1==%1

And so:

da = > tanh(h+ K(0.41+0.-1)) = 2tanh h + tanh(h 4 2K) + tanh(h — 2K)

o,+1==%1

Note that if h = 0, the right side vanishes, and so a = 0.

For the b term, we first multiply by o,4+1 and then sum over all possibilities:

4b = Z Os41 [a +0(0241+02m1) +COp10,21| =

oxt1==1

=Y osp1tanh(h+ K(0.41 4+ 0,—1)) = tanh(h + 2K) — tanh(h — 2K)

o,+1==%1

And finally, for the ¢ term we first multiply by o,4+10,_1:

4de = Z Or410,-1 [a +0(0y41+0.-1) + caz+1az_1] =

0y41=%1

= Z 0y410,—1 tanh(h + K(0,41 4+ 0,-1)) = —2tanh h + tanh(h + 2K) + tanh(h — 2K)

ozr1==1
And again, if A = 0 then ¢ = 0.
Substituting (6.32)) back in (6.31]) we arrive to:

Tm(?t<0'z>t = —(o2)t +a+b((oz41)t + (02-1)1) + {02110.-1)¢  (6.33)

which cannot be solved unless we know (0,410.-1)¢. However, if we compute
0¢(0,410,—1), the resulting expression will involve other correlations, leading
to many coupled equations.

However, if h = 0 we know that a = ¢ = 0. This, at least in d = 1 case,
allows to write a closed-form solution of , which was found by Glauber in
1961. For d > 1, contains also higher order correlations, that cannot be
neglected when h = 0, making the problem unsolvable in general.
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6.4 Mean Field Dynamics

Solving the dynamics of the Ising Model is hard task already in d = 1, and it is
effectively intractable in d > 1.

So, to proceed, we make use of the mean field approximation. We start
from (|6.31)):

Tl (7:)s = ~(02)s + (v (h+ KXoy

e t) ye(z,y)

and take the average inside the tanh:

TmOym(t) = —m(t) + tanh <h + KZmy(t)> (6.34)
ye(z,y)

In this way, we get a closed equation for the magnetization!

At stationarity (e.g. at equilibrium), dym(t) = 0, meaning that m(t) = M, is
constant, and satisfies:

M, = tanh (h+ K Y M,)
ye(z,y)

which is exactly the equation we got by using the variational principle and the

mean field approximation (4.16} pag. [136)).

6.4.1 Uniform solution

Returning to the full equation (|6.34)), note that if we choose a uniform initial
condition m,(t = 0) = m(t = 0) independent of z, then the symmetry cannot
be broken - as all spins evolve in the same way - and so m(t) = m(t) Vt > 0,
leading to:

Tmm(t) = —m(t) + tanh(h + 2d Km(t)) (6.35)

where 2d is the number of neighbours of any spin in a d-dimensional cubic
lattice (with p.b.c.).

Equation can be solved numerically. To get some insight, we take h = 0
and m(0) = 0 near the critical point 2dK ~ 1 = K ~ K. = 1/2d. Expanding
the tanh in series:

1
Tmi = —m ~+ 2dKm — §(2dK)3m3 o= —km—nm® 4 ... (6.36)
with:
K K.— K 1 K 1
k=1-2dK =1—— = ; =-— = —-+4+0(k
K. K. ’ " 3KCKzKC3+ (k)

Let’s see what happens in the various regimes 7' > T, T' =T, and T' < T¢:

e T>T. = K < K.= k> 0. We then make a change of variables m — =z,
with:

m(t) = exp(—Id)x(t)

Tm
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In this way, when substituting in (6.36)) we get a cancellation:

B ()3 -t (2
——e =— Jx+Tpexp| —— | & = —kex — |z —nr’exp | ——
Tm Tm Tm Tm

= T (t) = —na(t)® exp (_%t>

Tm

which can be solved by separation of variables:

dz ( 2krt> dt
T Tm /) Tm
leading to:
2kt k —1/2 kit
0=Vl (37) Gy +7) 1] e ()
m(t) Vi [exp Tm m2(0) R g t>Tm [k=T4 P Tm

When t — 400, as k > 0, the exponential term diverges, meaning that
the magnetization vanishes with a characteristic timescale 7 :

T—Tc>—1

Ty =Tmk = ( T,

(6.37)

which diverges when 7' — T.F. This behaviour is similar to that of the
correlation length &(7):

~1/2
(6.38)

In fact, in general it can be shown that these tow scalings are related:
T+ =&° (6.39)

where z is called the dynamical exponent. Comparing (6.37)) to (6.38)
we see that, in the mean field approximation, z = 2.

T=T,< K=K,= k=0. Equation ([6.36) becomes (neglecting higher
order terms):

TmIh = —nm3

and can be immediately solved by separation of variables:

I ey el 1y o ST e

dm dt m(0) t )L

Note that while for 7' > T we found that m(t) decays exponentially, for
T = T, it decays following a power law - i.e. much more slowly (see fig.

. This is the so-called critical slowing down.
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e T < T, (K >K.and k <0), (6.36) becomes:
Tt = |k|m — nm?

The positive linear term will make m grow exponentially at the start,
and then stabilize to some value (depending on the initial condition) due
to the negative cubic term.

In fact, at stationarity 1 = 0, and two solutions are possible: m = 0 and
m = \/|k|/n = meo, which describes the spontaneous magnetization.

Changing variables:

leads to:

o=

0= (24) (2 )

1= o (<20 (1)
~ Mme [l ——exp|— -
£57m /|| 2 P\, Um2(0)

Again we find an emerging characteristic timescale:

—1

Tm Tm T_Tc z
L = = — :2
T 2' T. x&2
Thus 7+ o &% for both T'> T, and T' < T..
I P
m@ 1 . i ‘//-‘_(,_/,q_’_“ ; ) q — _—[ >‘I_Il'_.

Figure (6.3) — The evolution of the magnetization m(¢) in the mean field approximation
with a uniform starting condition and near criticality.

6.4.2 Non-uniform case

Let’s return to (6.34]), this time assuming a magnetization that is everywhere
“small”, but non-uniform.
Let h = 0 and ¢ > T, (high temperature phase). If we expand the tanh in series:

tanh (KZW@) = K> my+O(m?)
ye(z,y) ye(z,y)
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equation (6.34) becomes:

TmMg = —mm—i—KZmy—l—--- =
yE(T,y)

d
= —my + K > (Mrytap + Mry—ap) (6.40)
pn=1

where 7, is the position of the xz-th spin, and fi is a unit vector pointing along
the d-th dimension. For every direction d, the two neighbour of x are at positions
T, £ aft in the cubic lattice.

Since we are near criticality, we expect the magnetization to change smoothly
in spacdﬂ, justifying the following expansion:

2
a
My ytapy = My + a0,my + ?q%mx + ... (6.41)

Then the sum in (6.40) becomes:
d a2
Z (mrﬁ—aﬂ + mrm—aﬂ) = 2dmy + EVme + ...
pu=1
and the full equation is:

2
Tty = (2dK — 1) my + a—szmx
——— 2

K Bee ko k>0

c

Dividing by 7, the 74 term defined in (6.37)) reappears:

My = ——mg + DV?my, D=—:71 =

1 a? Tm,
— 6.42
T+ 2Tim k ( )

which looks like the diffusion equation, with a diffusion constant D of dimensions
I

If the highlighted term were 0, then the magnetization would be “conserved”,
in the sense that the integral of m, over x is constant in time.

Equation (6.42)) can be solved by using a Fourier transform:

- iq- ddq ~ —ig- d
mrx(t) = Ad mq(t)ezqrxw mg = Ade qummmd T

Differentiating with respect to ¢:

dutg(t) =, = (= + Dlal*) (6.43)

Note that all the coordinates of g are independent from each other, i.e. there
isn’t any mixed term ¢;q; with 7 # j. On the other hand, this was not the

r, in other words, the correlation length & is much higher than the lattice spacing a
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case in ([6.42)), as due to the laplacian, each m, had some dependence on the
neighbouring spins.

So, (6.43)) is much simpler than (6.42)), and in fact it can be solved by separation
of variables, leading to:

- 1 -
qlt) = exp (= [+ Dlla?] ) mq(0) (6.44)
where 1m4(0) is the Fourier transform of the initial condition m,.,(0):

g(0) = [ dry e, (0)

All that’s left is to anti-transform (6.44)):

me, () = [, [ Jroexe (= |2+ Dllal?| e+ g (rs = v,) (W] my, (0)d'r, =

which is a gaussian integral and evaluates to:

€—t/T+ H,,,x N TyHQ .
- <47rDt>d/2/w o\ —p ) mm(0dmy (6.45)

We were able to compute this solution only because 7" > T,, meaning that we
can neglect the m3 term of the tanh expansion (6.36). That non-linear term
is important only for T' < T, where it stops the diverging growth of the now
positive linear term. Also, we need to be close to criticality (T — T.") in order
to justify the expansion in (6.41)).

Example 5 (Single magnetized spin):}

Consider the initial condition where only the spin at the origin has a M # 0
magneitzation:

my, (t =0) = M4 (r,)

Then ((6.45)) becomes:

et ]
= —— T2l ) g
e (D) = Gy P\ "y
Graphically, the magnetization decays in time by “spreading” to the neigh-

bouring spins in a gaussian way (fig. [6.4)).

If we integrate over all positions, we find that the magnetization is not
conserved:

/}R g my, (t) = Me ! (6.46)

For t — +o00 we will have m, = 0 Vz.

It can be shown that (6.46|) is independent of the specific initial condition -
meaning that for 7' > T,, the magnetization will always decay.
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E > [

__/_ >)C

Figure (6.4) — Time evolution of the average magnetization in a d = 1 system, with only
the spin at the origin initially magnetized.

Exercise 6.4.1 (Evolution of a gaussian magnetization):}

Consider the following initial condition:

M

Iy d
my, (t =0) = meXP <— ng /Rdd rymr, (0) = M

Compute its evolution my, (t) according to equation (6.45)).

Solution.

{Exercise 6.4.2 (Magnetization’s decay):}
Show that (6.42) implies that:

M(t) = /IR g my, (1) = /™ M (0)

Solution.

Exercise 6.4.3 (Chemical reaction):}

Consider the chemical reaction X = A where the number of A is kept fixed
at a. The reaction X < A occurs at a rate ko per particle of kind A whereas
the reaction X — A occurs at a rate k1 per particle of kind X. Determine:

1. the transition rates W(x £ 1|x);

2. the master equation for IP(x,t), the probability that at time ¢ there
are x particles of kind X;

3. the stationary state, P*(z);
4. the equation obeyed by d(f(x)) /dt for a generic function f;
5. the time dependence of (z) and its infinite time limit;

6. the equation obeyed by dG(s,t) / dt where:
G(s,t) = > s"P(x,1)

x>0

is the generating function;
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7. the solution of G(s,t) if the initial condition is P(z,t = 0) = ;. N;

8. the solution of P(z,t) if N =0

6.5 Proof that P(m,t) — P, (m)

(Lesson 30 of

Hypotheses. Assume that: 18/05,/20)
Compiled: January
1. Detailed balance (6.10]) holds: 28, 2021
W (m|m')Peq(m’) = W (m/|m)Peq(m) (6.47)
2. For any pairs of states (m, m’), there is a path {mg = m,my,ma, ..., mg =

m'} with non-zero transition rate:
W(mK]mK,l)W(meﬂmK,g) s W(ml\mg) >0 (6.48)

In other words, there is a way to go from every state m to any other state
m’ in a finite number of steps.

Sy "

Figure (6.5) — Any pair of states of (m,m’) must have a possible path that connects them.

Thesis. Then, we want to show that:

lim P(m,t) = Peq(m)

t——+00

Moreover, we are interested in finding a way to compute how fast IP(m,t) goes
to Peg.

Sketch of proof. The idea of the proof is to solve the evolution differential
equation in matrix form ((6.14]):

P(t)=TP(t) T(m,m") = W(m|m') — 6, 1 z; W (m"|m') (6.49)
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This is a system of first order differential equations. To solve it, we make use of
the spectral decomposition of T.

Let {w,} be a orthonormal basis of R", with w,, being the eigenvectors of T
with eigenvalues A\, € R:

Tw, = \,wy, (Wn, W) = Opm (6.50)
Then we can write any vector P € RY as a linear combination of {wp}:
P(t)=ci(t)wi + - +eny(O)wn = cn(t)wp (6.51)
n
Differentiating:

P(t) =) én(t)wn Tzn:cn(t)'wn Enj AnCn(t)wy,

n

If we then take the scalar product of both sides with w,, and apply the
orthonormality property (6.50) we get:

Em(t) = Amem(t) Ym=1,...,N
which can immediately be solved by separation of variables:
cm(t) = e (0)e™m?
And substituting back in we find the solution:

P(t) = ch(O)eMtwn

To proceed, we will show that IPeq is an eigenvector of T with eigenvalue A\g = 0,
and that all other eigenvectors have A\, < 0. This means that, for any initial
condition:

P(t) = Z cn(O)eA"twn = ¢0(0)Peq + Z cn(O)e_M"“wn H—OO> c(0)Peq
n n>0

Due to the conservation of probability ¢(0) = 1. Moreover, if A; is the eigenvalue
nearest to 0, it describes the dominant timescale for reaching Pey.

So, to complete the proof we will proceed as follows:

1. First we show that a orthonormal eigenbasis of T (|6.50) exists, and that
the eigenvalues A, are real. This is done by showing that, by just rescaling
T— T (which does not alter the eigenvalues), it becomes a symmetric
matrix.

2. Then we show explicitly that Peq is the eigenvector with 0 eigenvalue,
and that all the other \,, are negative.

3. We will adapt the previous arguments to the newly defined matrix 7.

Proof.
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1. To “symmetrize” T, we first symmetrize W, starting by dividing both
sides of (6.47) by +/Peq(m)Peq(m’) (assuming Peq(m) # 0 Vim):

Peq (') Peq(m)
W(m|m')| = — = W (m/|m . 6.52
(i) |5 = W) [p00 (652
For simplicity of notation, let’s define:
. Peq(m/)
W(m|m') = W(m|m/) | =2—2~ 6.53
(mim') = W(mlm') | £ (6.5

Then (6.52)) can be written as:
W (m|m') = W (m/|m)
meaning that the matrix W, v = W(m|m') is symmetric.

We apply the same transformation (6.53)) to the matrix 7" defined in (6.17)):

A Peq(m/)
T(m,m') = T(m,m')| — = 6.54
(o) = T(m ' [ P2 (6.54)
— / I[)eq(m/) _ ]Peq(m’) "IN
= W(m|m') Pey(m) - 2 Dey(m) W(m"|m') =
W (m,m’)

R P,
W(m,m') — O E P qE
eq

m//

Z;; W(m"|m') =

(@

= W(m,m') — Gy > W (m/ |m)

ml/

where in (a) we note that the second term can be non-zero only if m = m/
(due to the 0) and in this case the two Peq factors cancel out.

The matrix 7' is the sum of a symmetric matrix W (yellow term) and a
diagonal matrix (blue term), so it is symmetric:

T(m,m') = T(m',m)

Since T is symmetric, its eigenvectors {vy,} form a basis of RY, and may
be chosen to be orthonormal:

Tv, = Mo <'Una 'vm> = 6n,m
Moreover, the eigenvalues of T are real numbers (since T' has real entries),

and are the same of the eigenvalues of T, since the trasnformation T — T
is a similitude transformation, i.e. (6.54)) may be written as:

T=S5"'TS  Spm = Smm\/Peq(m)
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The eigenvectors of T and T, on the other hand, are different. In fact, if
vy, is an eigenvector of T with eigenvalue A, then:

Tv, = Mg,
= S71TSv, = M,
= T Sv, = A\, Sv,

~~ ~—~
wh wh

= Twk =\, wk (6.55)

where w2 = Sw, is the right eigenvector of T corresponding to the

eigenvector v, of T.

Transposing the eigenvalue equation we obtain also an expression for the
left eigenvectors of T:
ol T =\l
= vl S7ITS = Aol (6.56)
= vl S7IT = N0l 57!
= [(S™H 0a]'T = Ma[(S7H) T 0s)"
————

wr;

= [wh''T = )\, [wE]T (6.57)

. We know that Py is a stationary state, and so IPeq = 0. Substituting
this in (6.14]) we get:
TPeq = 0 (6.58)

And so 'wOR = P is a right eigenvector of T. This means that:

vo = S Peq = (1/VPE: k=1,... N)T

is a right eigenvector of T, with eigenvalue 0.

We now prove that all the other A, are negative. Starting from the
eigenvalue equation for T and taking the scalar product of both sides by
vy, We get:

(U, T'vn> = A (Vn, Vn)
1

So Ay < 0 (n > 0) if and only if (v, Tv) < 0 Vo € RV \ {0}. Let’s write
this scalar product in full:

= S outtn =) S Peq(n) [W<mrn>—amnzw<krm>

’ mn eq (m) k

—vavn ( )W Zv W (k|n)
q( m)
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In the last term we used the 9,,, to remove the sum over m by setting
m = n. Then, if we rename k <> m we can merge the two sums:

—-E:[vm@n ]Eqézgquun>—v anﬂnﬂ (6.59)

Since the sum is over both m and n, note that:
> vaW(mln) =" b W(n|m)
mn mn
This allows to symmetrize the last term in (|6.59)):
Zv W(m|n) = 5 Zv W (m|n) —i—Zv W(n|m) (6.60)

In this way we can use (6.47)) to express W (n|m) in terms of W (m|n) and
Peg:

W(n|m) = W(m|n) (6.61)

Substituting (6.60)) and (6.61)) in (6.59)) we can finally recognize a square:

@ﬁ@:izwmmwe

2
1 o -
— _§%W(m‘n)ﬂ)eq(n) (\/m B \/W) =

(6.62)
In particular the equality is reached if:
Un U,
= Vn,m: W(m|n) >0 (6.63)
VPeq(n)  /Peq(m)

However, by hypothesis there is always a path connecting any pair of
states (m,n), meaning that W(m|n) > 0 always. So (6.63)) must hold for
every pair (m,n), which is only possible if it’s constant:

Un

]Peq(n)

So vg € RY with entries given by:

vy, = cy/Peq(n)

is the only eigenvector of T with eigenvalue 0. If we choose ¢ = 1, the
corresponding eigenvector of 1" is exactly Peq

3 B Pon) = 37,y [ S g (o) =
1
= 7]Peq(m) %:T(m, n)Peq(n) ) 0

Then, all the other eigenvalues A\, (n > 1) are negative.

= Constant independent of n = ¢
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3. Finally, let’s wrap up the demonstration. Since T is symmetric, we can
choose an orthonormal basis {v,, } made by eigenvectors of T. Let’s denote
with {wl} and {wX} the corresponding left and right eigenvectors of T.
Each of the two sets still form a (non-orthonormal) basis of RY.

We have:

Onm = (Un, vm) = (wiS, S~ wy) = (wh, wyy) (6.64)

We can write P(t) as a linear combination of {w}:

P(t) = %:Ck(t)’ka cx(t) = (w, P(1)) (6.65)
Differentiating:
aP(t) =Y ax(t)wfl = TP(t) = Y ep () Twfl = >~ cr(t) Mwff
k k k

And taking the scalar product of both sides with wf and applying 1'
leads to:

¢j(t) = Ajej(t) = ¢(t) = ¢;(0)e!
Substituting back in (6.65)):

Z cx(0 Akt'w —> c0(0) wOR

—+oo ~~
Peq
In particular:
co(0) = (wg, P(t = 0))
And w§ = (1,...,1)T because:
1,...,)TT=3"T, Z (m|n) ZéngW(k!n) =
:%: m\n Xk: (kln) ZM—ZM

Thus, as P is a vector of probabilities that must sum to 1:

co(0) = (1, P(t ZP

This proves indeed that:

P(t) 5750 Pea

Alternative proof. The same result can be deduced on the basis of the time
behaviour of the relative entropy (4.1). Recall that the relative entropy can
be regarded as measuring a sort of “distance” between different probabilities
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distributions. In particular, if we compar P(t) with the equilibrium distribution
Py, the relative entropy is given by:

_ . n]P(m,t)
w0 =22 RO )

Recall that Sg(t) < 0, with the equality reached only if IP(m, t) = Peq(m) Vm.
Differentiating both sides:

+1P(m,t)lp(m’ 2 =

OSr(t) ==>_ |P(m,t)In P(m, ) Pm.1)

m eq(m)

- Z (m|n)P(n,t) — W(n|m)P(m,t)]In

P(m,t)
Peq(m) ;W
—_——

0 (Prob. conserv.)

In the first term, as we are summing over both m and n, we can use again the
trick of summing the same expression with m <+ n and then dividing by 2:

P(m,t) In P(n,t)
Peq(m) Peq(n)

OSgr(t) = —= Z (m|n)P(n,t) — W(n|m)P(m,t)] [ln
We can rewrite the logarithms as follows:

In

P(m,t) I P(m,t) I {]P(m, t) Peq(n) }
Peq(m) Peq(m) P(n,t) Peq(m)

and then use the detailed balance condition:

Peg(n) _ W(n|m)
Peq(m) ~ W(mln)

so that:
9Sn(t) :; W (m[n)P(n, ) — W (n|m)P(m. 1) | In VVI‘;((ZK;HIL’((Z,?;)) _
T Y
1
— o=l =y (Z-1)m 2~y
~—

Note that y > 0 and z > 0 (as they are a product/ratio of positive quantities).
So (z —1)Inz > 0, with the equality reached only if z = 1. Thus:

9 Sr(t) = 0
In particular:

W (m|n)P(n,t)
W (n|m)IP(m,t)

P(n,t)
Peq(n)

since we have assumed that all pairs of states are joined by a path of non-zero
transition rates W (i|j).

OSr(t) =0« =1 P(m,t) = Peq(m)

Ym,n
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Summing over m:

. [P(n,1)
%:I[)(m,t) =1= P (1)

Thus:
OSg(t) =0< P(m,t) = lPeq(m)

Summarizing, we know that Sg(t) is bounded (Sg(t) < 0), and for every initial
condition different from the equilibrium (IP(m,0) # Peq(m)) it increases with
time (0;Sg(t) > 0). Since Sg(t) is monotonous and bounded, it admits a limit
for ¢ — +o0, that we denote with S%:

This limit must be S, = 0, meaning that IP(m,t) == Peq(m). In fact, if we
oo
assume by absurd that P(m,t) == P*(m) # Peq(m), then S; < 0 and the
[e.e]

time derivative would be positive in the limit:

0iSg(t) —> Z (m|n)P*(n) — W(n|m)P*(m)]In

which is absurd, since Sg(t) is bounded, and so it cannot increase indefinitely.
So, this proves that:

lim P(m,t) = Peg(m) Vm

t—-+o0

However, differently from the previous proof, we do not have any information
on the rate of convergence (which we know to be exponential).
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CHAPTER 7

Population Dynamics

Population dynamics is the branch of life sciences that studies the size and
composition of populations as dynamical systems. In particular, it aims
to model the growth and disappearence of species in ecosystems, allowing to
understand the impact of changes in the environment on biodiversity - a topic
of utmost importance in the current times, more than ever.

In this chapter, population dynamics will serve us as a “test range” to appreciate
the power and generality of statistical mechanics.

After a brief introduction, we will focus on several historical models, and see
how the techniques we developed in the previous chapters (e.g. variational
principle, mean field approximation, scaling laws) can be effectively used to
solve problems. As we will show, often just trying to simplify complex systems
in terms of paradigmatic models of statistical mechanics, such as the Ising
Model, can reveal deep similarities between very different subjects - developing
insight on important physical phenomena.

7.1 Historical notes

At its most basic, population dynamics models how the number of individuals
of a given species changes with time.

One of the first attempt to describe a population was made by Fibonacci back
in the 13th century, resulting in the popular Fibonacci sequence.

The main focus was to describe the unchecked growth of a idealized colony of
rabbits, with the following assumptions:

o FEach pair of adult rabbits mates after one month, generating a new pair.

e Newly born rabbits grow to adulthood in just one month.

o The environment resources are abundant, and so rabbits may breed forever

If we start with a single pair of rabbits (Ng = 1), the total population N will
grow as follows:

1. In the first month, the only pair of rabbits just grows to adulthood,
without generating a new pair, so N1 = 1.
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2. In the second month, the pair of adult rabbits will produce a new pair,
leading to No = 2.

3. In the third month, the original pair of rabbits will produce a new pair,
but the second pair needs still some time to grow. So we have N3 = 3.

4. In the fourth month, two pairs of rabbits reproduce, and so Ny =5

It can be shown that:
Ny = Np—1+ Ny—9

with Ng = 0 and Ny = 1. This is the recurrence relation of the so-called
Fibonacci sequence, which is now so famous to have gained an exclusive
mathematical journa]ﬂ

The Fibonacci sequence is one of the first description of exponential growth. A
more detailed account on the same concept was given several years later by
Euler in a treaty about the infinite [euler__population].

One of the most influential works on population dynamics was the “Essay on the
Principle of Population” written by Malthus in 1798. Its main observation was
that human population increased geometrically, while resources only linearly
(Malthusian Law of Population). Without any active control on birth rates, this
would have lead to overpopulation and famine.

Malthus book motivated the Census Act in the 1800 Britain, starting a detailed
account of all population every 10 years.

All of these models, however, focused heavily on describing the exponential
growth of population. It was Verhulst, in 1838, to consider quantitatively
the environmental limiting effects. He modelled the population p(¢) with a
differential equation as follows:

dp

ar =mp — qb(p)

Here m is is a constant describing fertility, i.e. the rate of growth of population,
while ¢(p) is a (non-linear) unknown function acting as a limiter. In this way,
population grows exponentially only at the start, and then stabilizes at a certain
point, due to mortality and lack of resources - both of which scale on p (more
population means, for instance, a higher probability for epidemics and famine).
This is the first example of a logistic growth.

The interaction between different species was initially examined in a landmark
work of the 1920s, where the dynamics of two populations - predator and prey -
was described by two coupled differential equations by Lotka and Volterra:
A = (e1 — 1 (h Ny + haN2)) Ny
A = (3 — 2(h1 N1 + haN2)) Ny

%Iﬁttps ://www.fq.math.ca/
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Both populations tend to increase exponentially with a rate €12, but they
are limited by a Verhulst non-linear term (N1272) and also by the size of the
other population. The result is that Ny (t) and Na(t) both oscillate with the
same period, but with a slight offset in their phase. If the prey increases,
than predators will have more food and increase, reducing the number of prey,
meaning that now predators will find more difficult to find nourishment, and so
on. A behaviour of this kind was effectively observed in nature, by studying
the population of fish.

While Lotka-Volterra approach involved deterministic differential equations,
the same behaviour can be modelled using stochastic processes, and in
particular the so-called birth-death processes. The main results are the
same, but the stochastic case exhibits some interesting consequences due to
its inherent randomness, such ast the phenomenon of stochastic amplification,
where significant oscillations in the population are produced by fluctuations
and amplified by interaction. We will dedicate one of the following sections to
introducing some simple birth-death processes.

In modern times, population dynamics is fueled by an increasingly available
ecological data. For example there are 5-year census of entire tree populations
in the Amazon, registering many features of interest.

One of the first to try to understand biodiversity and biogeography in a math-
ematical way is Stephen Hubbel, who wrote “The Unified Neutral Theory
of Biodiversity and Biogeography” in 2001. He proposed that the complexity
of biodiversity could be unsterstood with very simple models, and tried to
simplify complex models of the past so that they can be more maneageable.

7.2 Features of interest

In the rest of the chapter, we will present several models of population dynamics,
finding interesting application to statistical mechanics techniques. Before doing
that, however, let’s examine what ezxactly are we trying to describe.

The main focus of population dynamics has always been the counting of indi-
viduals belonging to a population (e.g. a certain species).

The distribution of species sizes in an ecosystem, i.e. the probability that a given
species picked at random has exactly n individuals, is called the a-diversity
of that ecosystem. It is inherently a measure of biodiversity, giving us some
information abouth the health of a certain population - for example trees in an
Amazon rainforest.

We know that the existence of many different species is important to maintain
a sort of “stable equilibrium” in nature, i.e. ecosystems with less variety are
more prone to extinction, and more sensitive to external perturbations. This is
particularly relevant when studying the distribution of bacteria species in the
human gut, since here changes can lead to disease.

a-diversity can be studied as a function of time, i.e. in the evolution of
ecosystems; or space, i.e. how it scales with area. In the latter case, it is
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unsurprising to find that the number of individuals usually scales linearly with
the considered area, as if any species had a fixed spatial density (fig. [7.1)).
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Figure (7.1) — Population size of trees in the Barro Colorado Island (BCI) forest as a
function of the sample area.

In terms of frequency, a-diversity gives us information about the Relative
Species Abundance (RSA), i.e. how many individuals of a given species are
present in a certain sample of population.

To measure the interaction between different species, we can consider the
two-point correlation function, i.e. the probability of finding a certain
species ¢ at a fixed distance r from a species j. This is the so-called B-diversity.
It is also an example of inherently spatial feature.

«, p-diversity and other spatial features can be determined by available empirical
data. The challenge is then to find a understandable model that, given some
“simple assumptions”, is able to fit that data and predict how it evolves in time.
In particular, we already know that real systems exhibit scaling laws similar to
those of physical systems at criticality - so we will pay additional attention to
finding them.

7.3 Neutral theory

At first, the problem of studying many different species, each one with unique
quirks and interactions, can seem intractable with relatively simple models. It is
reasonable that the complex biodiversity of an Amazon rainforest would require
hundreds of parameters to be tackled - which would quickly destroy any hope
of some real understanding.

Fortunately, this is not the case. Complex ecosystems are surprisingly simple
at their core: to the eye of population dynamics, all species “look the same”,
and almost do not interact with each other. This is the main argument of the
neutral theory by Stephen Hubbell: all species which share the same level
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in the food chain can be considered equivalent, in the sense that differences
between them are “neutral”, i.e. irrelevant to the success of their individuals.

From a physical point of view, this is great news: it means that we can create
models with few parameters, borrowing ideas from the paradigmatic models of
statistical mechanics, and achieve our target. Still, the extraordinary nature of
such a claim requires a strong foundation.

In this introduction, we will consider just an example at the root of the neutral
theory. Let’s consider an Amazon rainforest, inhabited by many different species
of trees. If the assumptions of neutral theory are adequate, we expect all trees to
be placed “at random”, i.e. without any correlation to other physical quantities.
Let’s consider, for example, the distribution of nutrients in an area (fig. [7.2)).
This is done by dividing the area in small quadrants, and measuring in each of
them the relative concentration of certain soil elements.

Nitrogen : 7 .
Phosphorus | N - o\
100 ‘ /:"f""_ : N
Manganese .
Magnesium

&

Figure (7.2) — Relative distribution of plant nutrients in the BCI forest

We then consider all the quadrants with a given concentration of nutrients, and
measure in them the relative abundance of tree species, i.e. the fraction of all
individuals in these quadrants that belong to a given species. For example,
suppose that a species A is specialized in consuming phosphorus, and a species
C instead prefers nitrogen. Then we would expect to find a lot of trees of species
A in quadrants where the ratio nitrogen/phosphorus is low, and a lot of trees
of species C' where it is high, giving rise to a plot similar to fig.
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Figure (7.3) — Relative abundance of nutrient-specialized species

However, when plotting real data, we do not see this kind of pattern. Instead,
species seem to be agnostic to the relative concentration of nutrients - they
simply occupy all available space (fig. [7.4]).
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Figure (7.4) — The distribution of hybanthus as a function of soil nutrients concentration.
There is no clear bias towards a certain element.

The same result holds for different combinations of nutrients and different
species, contributing evidence for the neutral assumption.

Moreover, different species seem to interact weakly with each other. Let’s see
how we can understand this from empirical data.

Suppose we have S species with population ny,...,ng. We consider the joint
probability for a certain configuration n, i.e. P(ny,...,ng). If the species are
non-interacting, then the probability factorizes:

P(n1,...,ng) = p1(n1)pa(n2) - - - ps(ng)
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And taking the In of both sides would lead to:

InP(ni,ng,...,ng) = Inp;(n) (7.1)

However, if there is some kind of interaction between different species, then

(7.1) would contain other terms:

InP(ny, ne,...,ng) = Zlnpi(ni) + ZC@'J(’I'L'L',?’L]') + ...
i

1<J
We can infer a specific form of IP(ny, ..., ng) just using the empirical information

we have, without adding any other assumption, by using the MaxEnt principle.
Let S(P) be the information entropy of the joint distribution, defined as:

S(P)=-> P(n)lnP(n)

We choose the P that maximizes S(P) subject to certain observational con-
straints. For example, the average total population may be fixed:

If we use only this constraint, the MaxEnt distribution will be an exponential:

P(n) = Kexp(—BZnZ)

which corresponds to the case of non-interacting species.

To quantify interaction, we need to measure correlations between the populations
of different species (S-diversity). For example, let’s consider the Barro Col-
orado Island (BCI) forest. The dataset describes a region of size 1000 x 500 m,
recording the position and species of each tree. We can divide this area in @)
small quadrants (let’s say of size 20 x 20m). In each quadrant a, we measure

(a)

the population n,; ’ of species 4, and compute:

)=~ Y @ (7.2)
Q j=1,..,Q
1
(ninj) = @ ._122 QnZ(Q)nE-Q)

To get useful results, it is convenient to consider only the most common species
(e.g. the first 20 “most frequent” ones), such that nEQ) are almost all far from 0.

213



1 hybape(15837) 2 3 trid(12928)

N

M e w0 B0 N0 X0 0 0 w0 w m . R

6. mourmy(6957) 8 6. hirtus[4142) 5. gardin{ 3651

NSy

11, poular(2426)
P oFy - .- ¥ -

1. pipeco(3141) 12922)

k- - MDY (A
‘.{‘.. -‘. & B

AR

B, L e
wo e B0 100

20, virosei 2405)

FIG. I: Locations of the trees of the 20 most abundant species in the 1000m < 500m area in the

BCI tropical forest.

Figure (7.5) — Location of trees of the 20 most abundant species in the BCI dataset.

Using ([7.2)) as constraints in a MaxEnt model, treating the n; as continuous
variables for simplicity, the final distribution will be given by:

InP(n) =K - % Z(m —(ng)) M;;j(ni; — (ng))
0,
M = (mang) — (i)

where K is the normalization constant, and M acts as a correlation matrix.

If the species are non-interacting, then M is diagonal:

(ning) = ((n:)%)835

So, we can see how much interactions are important by examining the size of
the non-diagonal elements of M. The empirical results for the BCI forest are
shown in fig. [7.6]
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Interaction matrix

Figure (7.6) — Correlation matrix for the top 20 species in the BCI forest.

The non-diagonal terms seem small - but it is not exactly clear if it is right to
say so, since we do not have any element to compare them to.

A trick is then to destroy all correlations and examine the size of random
fluctuations. To do this we can just relabel each species inside each quadrant.
In other words, inside each quadrant we permutate all species names at random,
and we repeat this (with different independent relabelling) for every quadrant.
The result is a matrix with no real meaning, which elements are the product of
random chance (fig. [7.7)).
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Deviation of interaction matrix from the random case

Figure (7.7) — Correlation matrix after random relabelling of all species in each quadrant.

From this experiment we see that, if species were really distributed at random,
we would expect some relatively strong interactions to arise from pure chance.
This means that the matrix elements of fig. are indeed small, indicating that
in nature, species that coexist do not interact much. A possible explanation
is that, for an ecosystem to be stable, the interactions between its parts must
be either neutral or cooperative - otherwise several species would get extinct,
destroying the equilibrium. However, the latter case is much more difficult
to realize than the form, as it requires a more precise “order”, i.e. a lower
information entropy. In nature, evolution optimizes species for survival through
a series of random mutations. A system of weakly interacting individuals is
more likely to arise from chance alone than a perfectly cooperative system, and
still guarantees a low probability of extinction.

7.4 Models

Following a semi-historical approach, we will now describe several models of
population dynamics.

1. Birth-death processes are one of the simplest way to stochastically
model the growth and decline of populations. In section we will
see how including a Malthusian growth and a death rate proportional
to population leads, at stationarity, to the Fisher Log-Series, one of
the first function proposed to fit empirical data. However, more modern
datasets accounting also for rarer species lead to a population distribution
that seems to follow a log-normal function - which can not be naturally
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produced by tweaking the parameters of a birth-death process. Fortunately,
assuming birth/death rates that depend on the population itself (density
dependence) can give similarly good results, while maintaining the
overall model simple.

In section [L.5.5] we will then take the continuum limit of the birth-death
process, obtaining a deterministic differential equation for the system’s
evolution. This can be used to predict the stationary distribution, and
also to compute the Species Turnover Distribution (STD) - a sort of
a-diversity as a function of time. The latter is particularly useful to find
the characteristic timescale of an ecosystem, i.e. the time needed for a
population to recover from some sufficiently small external perturbation,
such as human action. Alarmingly, that interval appears to be in the
order of millennia in the case of Amazon rainforests.

2. While birth-death processes are really useful to compute both a-diversity
and the STD, they miss entirely on the spatial nature of ecosystems. The
voter model is perhaps the most paradigmatic spatial model that is able
to capture relevant features in the data. It is introduced in section [7.6]
where we state (just as an example) several key analytical results, and
compare them with empirical evidence, with the aim of understanding
the [-diversity of Amazon rainforests.

Then, in section we show some full derivations in a simplified case, with
the aim of understanding if, at equilibrium, several species will coexist
(biodiversity), or only one will dominate (monodominance). As we will
show, while the voter model can fit really well real data, it cannot explain
how high biodiversity can be stable in nature - which is still one of the
important unsolved problem in environmental statistical mechanics.

7.5 Birth-Death processes

We want now to construct a model based on the empirical observations we
made regarding the distribution of species in forests. We make the following
assumptions:

1. Species in the same trophic level (number of steps from the start of the
food chain) behave similarly.

For example, plants are all primary producers, lying at trophic level 1,
and so we treat them all the same, without adding any specific details.

2. Species interactions are taken into account only in the effective birth
and death rates. In other words, in this model different species interact
only when a new organism is born, or dies.

3. Different species are considered as independent realizations of the same
process. For example, all species in a forest are like “different runs” of
tossing the same coin - the ones that are most successfull are simply
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the “lucky” cases which have won many subsequent tosses. They aren’t,
however, inherently different from the others - the coin that is tossed is
always the same, the game is fair.

4. Species behave as if they are independent. Let n; be the population of
the i-th species. The joint probability of all S species having populations
ni,...,ng at time t factorizes:

S
P(n1,n2,...,ng;t) = [] pn;(t)
i=1

Note that, because of 3, py, (t) depends only on the population n;, and
not on the particular species .

At each timestep At (which can be of order ~ 1y for trees) a new individual

is born with probability b,At, or one existing organism dies with probability
dpAt.

m l‘d‘\,l.] |.4}"l|1t JD

t £+ At
Figure (7.8)

We can then write the Master Equation for a birth-death process as follows:

P = bp1Pn_i1(t) + dps1Prsi(t) — (bp + d )Pu(t) n>0 (7.3)

The state with n individuals gains probability when one organism is born in the
state with population n — 1, or one dies from the state n 4+ 1. It instead loses
probability if either one individual is born or dies at the current state n. b, and
d,, are respectively the probabilities per unit time that a population of size n
increases/decreases by one unit. We take by convention b_; = 0.

Let J, be the net flux of probability going from n to n + 1:

Jn = bn]Pn — dn+1]Pn+1 (74)
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Then we can rewrite ((7.3]) as a difference of fluxes:

P,= J.-1 — Jn do=0;0_1=0

The stationary state is given by:

P,=0 Vne J,=Jy-1=Jp—2 =---= Const.

As ¥, P, = 1, we expect P, — 0, meaning that J, — 0. Thus the
stationary state can be reached if:

Jp=-=J =0

And from ([7.4)):

stat
= b ]Pstat =d ]Pstat ]Pn—i-l _ bn
nln ™ = Gn1l0pyy < =

0 ; anPn - dn—}—l]Pn—H’]P

—[Pstat ]P%Fat dn+1
(7.5)
which is exactly the detailed balance condition.
Reiterating ([7.5)):
stat stat bn—1 i bi stat

dp, i=0 dit1

However we expect that by = 0, as no birth can occur in absence of individuals.
So:

Pt =0  p>1
or equivalently:
Py = 6.0

So the only stationary state is the trivial one where there is no population.

We say that the state n = 0 is absorbing, as once reached cannot ever be left.
Moreover, we know it will be reached for sure:

P,(t) —— o

n( ) t—+o00 n,0

It is then interesting to compute how much time on average is needed to reach
it, i.e. the expected lifetime of every species before going extinct - this will be

indeed the target of section

For now, let’s introduce a modification. Suppose the system is open. We know
that species may “disappear” due to extinction or to migration, but we also
expect species to arrive from outside at a certain rate. Then by > 0 represents
the probability per unit time that a individual of a new species enters in the
system. With this interpretation, IP,,(¢) is not anymore the probability that
a given species has n individuals, but rather the probability of observing a
“random” species with n individuals at time ¢ in the whole system.
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Equation ([7.6) holds also if by > 0, but now n = 0 is not anymore an absorbing
state, nor the system’s stationary state.
Imposing normalization:

+oon—1 )
1= Z I[)btat [1 4 Z H ] I[)(s)tat
n=1i=0 di+1
From this we can compute P§*t, and then use (7.6)) to find every IPStat:
1
iy f b n=2~0
pstat — h=1 M= 1 dH'l
n Hz 0 di
H—l . n Z 1
1+ 302 T thLl

Alternatively, we can neglect the species with 0 population in the normalization:

!

Z I[)stat =1

This leads to the same expression for every n:

II 7

Pt = _izo Gt (7.7)

i’fﬁ

k=1 z=1

H

7.5.1 Fisher Log Series

Let’s choose the birth-death rates as proportional to the population, except by
which is constant:

bo n=0
b, =270 " dy,=n-d

nb n>1

The proportionality constants b and d are respectively the per-capita birth /death
rate.

We can then compute the product at the numerator/denominator of ([7.7)):

b b b b [b 2 (a—TD]
Hdiﬂ Ell;[ (i+1)d [zd’gd”' nd }_

-0 =)

This does not diverge, allowing to normalize the probability, if b < d:
+00 n
bo 1 bo ( b >
—(=) —=—=In|1--= b<d
X:: d < ) n d d =
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Substituting in (7.7)):

n
x"/n
]Pﬁfat = 7/ T =

= =7 <1 (7.8)

which is known as the Fisher Log-Series. It was derived in the 1940s by Fisher,
an ecologist studying the population of butterflies. Its original construction was
however a bit strange, and filled with ad hoc hypothesis. The link between the
Fisher Log-Series and birth-death processes that we just showed is a much more
recent development.

7.5.2 Data Binning and Preston Plots

One problem when dealing with population data, is that IP,, goes quickly to 0
for n > 1, i.e. it is difficult to find samples with a high number of individuals all
from the same species. This is because collecting a large sample requires huge
efforts, and also because there are many species sharing the same environment.

So, to better visualize population distributions, binning scheme is required. One
example is Preston’s logarithmic binning, were instead of plotting IP,, directly,
we plot IP; defined as follows:

2i+1 1 3 . o ;
- . s eN:i1=2
P, = Y P, ;= {2 J

n=21 1 otherwise

Explicitly:
1
Bin(1) = P§** + ilP;tat
1 1
Bin(2) = 511’3““ + Pt 4 g]Pitat

If P5%t changes smoothly (true if n is sufficiently large), then we can approximate
the IP in an interval [2,2°71] with the value at the left side:

]f)i ~ (2i+1 _ Qi)]l);tiat — Qi][);tiat
So, approximately:

P,, ~ nlPstt (7.9)

Preston’s binning is just a trick to approximately change variables to a logarith-
mic scale. In fact, if we treat n as a continuous variable (an approximation
not bad if n > 1), and perform the change of random Variablesﬂ z = 1Inn we
get:

) _ d

P(2)dz = P59t dp = P(z) = PS dl‘ = PPstaty (7.10)
V4
n

ere we use In instead of log,.
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which is exactly ([7.9).
For example, (7.10]) applied to (7.8]) leads to:

) o -
_ i
P(nn) = m(l—2)]  |(l—2)

which is just an exponential distribution.

7.5.3 Log-Normal distribution

While the data collected by Fisher agrees with his Log-Series model (fig. , a
new analysis with more data and using Preston’s binning method clearly shows
a deviation (fig. 7.10]).

.v; I S - -
: 0 Observed

Rothamsted moths - :
= Expected, logseries

40

Number of Species

R o
1 5 10 15 -- 20 25 30/ - - 35 40 - 45 50

Individuals per Species

Figure (7.9) — Histogram of butterfly population sizes observed by Fisher, and compared
with the Fisher Log-Series (7.8).
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Figure (7.10) — Histogram (with Preston’s logarithmic binning) of butterfly population
sizes, comparing Fisher observations (darkest bars) with data collected over a much longer
timespan. The black line corresponds to a log-normal fit.

Preston proposed a normal distribution for IP,,:
P(i) o< exp (—(ZZO)>

202

222



Since 7 in a Preston’s plot is just logo n - or Inn in our notation - this leads to
a log-normal distribution:

2
Pl — 1 _w 711
() = —— exp (7.11)

which agrees with the newer and larger datasets (fig. [7.10)).

To observe the full log-normal distribution, accurate measurements over a long
period of time are required - while Fisher observed only the most frequent
species, corresponding to a single tail of the distribution (fig. [7.11)).

CHAPTER TWia

ME—VAL

lirw

Uetaves of Absolute Abundance

Figure (7.11) — A small sample will contain only the most abundant species, corresponding
to the rightmost tail of the log-normal distribution. Everything else is hidden behind a
“veil-line”, which can be “pushed further” only by increasing the sample size and the duration
of the measurements.

We now try to obtain a log-normal distribution as the stationary state of a
birth-death process, by choosing accordingly {b,} and {d,}:

2
! exp _M (7.12)

1
]Pstat ; -
) = Vamo? 202

From ([7.5)) we must have:

by, Pstat(p + 1) n 1 (
= = 1P| —5.2 In
b1 D) @1 207

1

n+
n d {1 nr n ( 1
A ex — — = ex —_—
n>in+1 P "~ 202dn no n—+1 P 202

n ( 1 | n )
= exp | — n—
n+1 P\ 72002 no

which is a quite strange function - it is not easy to understand why a birth-death
process should have this kind of parameters.

An alternative is to assume that the per-capita birth and death rates have some
dependence on the population itself (density dependence):

N b 1
b:b+b+0(2) (7.13)
n n n
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{ 1
n n n

It is empirically known that small species have a likelier chance of birth - for
example because they interact less with possible predators, and thus survive
longer and have better chance for breeding.

Let’s assume that b and d are both proportional to (respectively) b and d with
the same constant c:

b=be d=dc
Then, neglecting higher order terms in ([7.13]):
b, =b(n+c) d=d(n+c) n>1

and by > 0 (we do not need to specify dp).

We can then compute PS¢ ((7.7)). First note that the ratio of b; to d; 41 allows
some simplification:

dip1 di+14c
Thus:
n—1 n n
b; bg (b 1 b c
i 11 L= pytat () =« () (7.14)
*1od d \d/ n+c d/ n+c
—g %i+1 \ y
! =Q-C

Imposing normalization:

E Psiat L] = ot = E <b>n SR +1,b/d b<d
=1 = - = F(1 1
n=1 " n=0 d n ¢ ( 7C’C 7 / ) <

where F'is the Gauss hypergeometric series
Note that when ¢ — 0" we get back the Fisher Log-Series:

lpstat — l (b>n 1
" n\d/ —1In(1-0b/d)

" ?:le " RAJJ A

L- 2.

C=z o C >

Figure (7.12) - Preston plots of (7.14). For ¢ = 0 we obtain the Fisher Log-Series, while
for ¢ > 0 we get a log-normal distribution.
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Empirically, ¢ = 0 is appropriate for very large sample sizes (e.g. forests at a
continental scale), since the correction ([7.13)) vanishes for n — +o00. For smaller
sample sizes we use ¢ > 0 instead (e.g. forests of 1 — 100hs).

ng may be determined as the maximum point:

C

. a stat) __ ~ c ~
no.%ln(n]Pn )—Oino(;)\/lnb/drv\/l—b/d

The approximation in (a) is motivated by fits of real data, where |b/d — 1| < 1073
(tab. ?7?). Interestingly, this means that in real systems b ~ d, meaning that -
in a sense - they are “near criticality”.

When b = d, the average population size (n) diverges - as if taking the role of
the correlation length in the critical Ising Model. If ¢ = 0:

+00 “ta _+°O b\" 1 — b =
o = 2 = 30 (G) a7 = = -

n=1 n=1

b

Note that (n) — oc.
0—0

Plot S J 0 Q@ I6; x Y2

Panama (BCI) 225 21457 0.09642 2.8751 2.9745 0.99815 4.0935
Yasuni, Ecuador 821 17546 0.1857 6.1356 7.2429 0.99887 5.5337
Pasoh, Malaysia 678 26554 0.1581 1.4716 1.3855 0.99187 7.1739
Korup, Cameroon 300 24564 0.1381 4.0573 4.5751 0.99951 4.4298

0.9051
0.7855
0.4110
0.9259

Table (7.1) — Maximum likelihood estimates for parameters in the density dependent model
(7.14), with by, = (e +n)b, d,, = (8 +n)d, x = b/d. S is the number of species, J the total
population and 6 is a biodiversity parameter. Note how x = 1 for all forests.

The model ([7.14) seems to fit well real data (fig. [7.13)). However, the simple
form of density dependence for b, and d,, in (7.13)) is not much realistic, as can
be seen by comparing the theoretical prediction ([7.14]) with the actual data
(7.15)).
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Figure (7.13) — Preston plot of the Relative Species Abundance (RSA) of the BCI forest.
The black line is a log-normal fit, while the green one is a fit with the density-dependent
model (7.14). Both curves fit the data really well, but comes from a well-defined
model, not an ad-hoc function.

1.3F [ o
1.2F 1
£ H
1.1F : 1
L
4
.ll.".....
1 ~ MW -
10° 10' 10° 10°

. ]Pstat .
Figure (7.14) — Plot of r,, = W?:)I)”TH = x% Forz=b/d~1,ifc=0
(Fisher Log-Series), then r,, = 1 (black continuous line). Otherwise, if ¢ > 0, r,, depends on
n, and is slightly > 1 for small n (blue and black points). Physically, this measures the

survival advantage of rare species (since they interact less with possible threats).
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Figure 3: (Supplementary Information) A cross plot of the birth to death

rates ratio versus the mean population of the species for the BCT data,

Figure (7.15) — Birth/death ratios for all species in the BCI forest. Note how by, /d,, does
not tend to a constnat for n — oo, nor has any precise trend for n small.

7.5.4 Extinction time distribution

Let’s return to the simplest case, with no density dependence (d = b = 0),
closed boundaries (bg = 0) and per-capita birth-death rates proportional to
population (b, = nb and d,, = nd for n > 1).

In this scenario, when a certain species reaches the n = 0 state, it becomes
extinct. Let P(t|ng) dt be the probability that a species starting with ng
individuals gets extinct at a time in (¢,¢ + dt). To compute P(t|ng) we have to
solve the Master Equation (7.3)):

P, =(n—10bP,_1(t) + (n+ 1)dP,i1(t) — n(b+ d)Py(¢)
with P_; = 0.

n>0 (7.15)

To do this, we use the probability generating function G(z,t) of P, (t):
+o00
Gz, t) = ) Pp(t)"
n=0

Recall that G(1,t) = 1 Vt due to normalization.
So, if we multiply both sides of ((7.15) by 2™ and sum over z we get:

+oo +0o0

(Lesson 32 of
21/05/20)
Compiled: January
28, 2021

io P, (t)2" = b f}o(n )P ()24 d S (4 VP (82" — (b+d) S nlPp(t)2"
n=0 n=0

n=0 n=0

G(z,t)
Note that, by shifting the indeces of summation:

400
> nlPy(t)z2" = 20,G(z, 1)
n=0
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+o00 400

> Z*(n—1)P Z P, () = 2 > n"P, = 220,G(z,1)
n=0 n=0

+o00

> 24 1Py (t Z 2" ln = 0,G(z,1)

n=0

Substituting back:
G (z,t) = b220,G(z,t) + d0,G(z,t) — (b + d)20,G(2,1) =
= [b22 — (b+d)z 4+ d)0.G(2,t) = (bz — d)(z — 1)0.G(z, 1)
So at the end we have to solve:
G(z,t) = (bz — d)(z — 1)9.G(2, 1) (7.16)

Note that for z =1, 9;G(1,t) = 0, which is consistent with G(1,¢) = 1 V¢.
This equation may be solved with the method of characteristics. We start by
parametrizing z: [0,¢] 3 7 +— z(7) as follows:

2(1) = —(bz(1) —d)(2(1) — 1) (7.17)

which is just —0,G(2(7), ).
Now, if we compute the total derivative of G(z,t) along the curve z(7) we get:

ddTG( (7),7) = [0:G(2,7) + 2(1)0:G(2,7)] o= s(r) =
9 9
= 3¢~ bemd)a 17 Gl ) e €D
Thus:
G(2(7),7) = Comstant = G(2(0),0)  vr (7.18)

Let’s fix the initial population to ng, meaning that IP,,(t = 0) = 9y, ,,,. Then:

400
G(z,t=0)= Y dnne2"

and in particular G(2(0),0) = z(0)".

As we want to compute G(z,t), we fix the endpoint of z(7) to be z(t) = 2. Then

evaluated at ¢ reads:
= G(2(t),t) = G(2,1) = G(2(0),0) = 2(0)"™ (7.19)

T=t

G(2(7),7)

The starting point 29(0) will depend in general on both z and ¢, and can be
determined by solving the differential equation ([7.17), which is an ordinary
differential equation that may be solved by separation of variables:

A1) = =(2(1) = 1)(b2(7) = d)

1 b
dZ<1—2+bz—d> = dr(b—d)

228




z 1 b
/Z(O) (1—z+bz—d) dz = —t(d—b)

Notice that bz — d < 0 since we are interested to z € [0, 1] and b < d. Computing
the integral leads to:

d—bz 1—2(0)
1—2zd—bz(0)

In

‘:—(d—b)t

which can be solved for z(0), resulting in:

1—dA 1—2
= = _(d_b)t
Iy S

2(0)

Substituting back in ([7.19) we obtain the solution:

1—dA\"
G(Z’t):(l—bA>

Notice that when z =1, A = 0 and so G(1,t) = 1 as expected.

(7.20)

Recall that:
G(z,t) = Po(t) + 2Py (t) + 2°Pa(t) + . ..

In particular, IPg(¢) is the probability that a certain species has a population 0
at time ¢, meaning that it became extinct at a time tg < ¢. Note that:

G(0,1) = Po(t)

Conversely, the probability P (t|ng) that a species is still alive at time ¢, i.e.
that it will become extinct at a time g > ¢ is given by:

P (tlng) = 1 —Po(t)

Using (|7.20)), we have:

_ =6t o -5t "o
zclle_&; 5:d—b>0:G(O,t):[1€] :[1—1—5 ‘ ]

A 1— (b/d)e—0 d1l—e ot

z=0
Thus:

5 et 1™
P~ (tlng) =1—-TPy(t) =1-G(0,t) =1 — [1 41 i 6_5t] (7.21)

We can finally compute the extinction time distribution. Let P(t|ng) dt be
the probability that a species with ng individuals becomes extinct at time in
(t,t 4 dt). This is merely the probability of surviving until ¢, but not after
t+dt:

0
P(t|n0) dt = P~ (t|n0) — P~ (t + dt |n0) = —dt §P> (t|n0) (7.22)
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Dividing by dt we get:

Plno) = — 5P (flno) (7.93)

Before computing ([7.23)), let’s try to simplify a bit more ([7.21)). In particular,

we are interested in its scaling behaviour near the “critical point” ¢ ~ 0.

From empirical observations, § < 1y~! for forests. Its reciprocal defines an
emergent timescale 7.:

1
=5 > ly (7.24)

In particular, 7. ~ 103 y. Physically, 7. represents the relazation time needed
by a forest to recover from a small perturbation.

If we take § - t fixed and let 6 — 0, then (7.21)) becomes:

d 1—e 0t

§ et 7T ngd e %
dl—e ot

P (tng) = 1 — [1+

_ 00 st 1= 0 g
== (e’ —1) _d-tF<5 t)
1 — 0
F(z) = RN ’
et —1
0 z—
So for 6 — 0:
1 t-oklie t<T
7D>(t|”0)’“ ‘

et > Te

This implies that the lifetime distribution (7.23) has the following scaling:

Pltlno) = 3 7(t/70)" (7.25)
r2e” 1 0
f0) =P =aF0) = om0 4 T
xr — 0
2 LT

= P(t|n0) ~
et t>1,

A plot of P(t|ng) is shown in fig. [7.16]
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Figure (7.16) — Log-log plot of the extinction time (or lifetime) distribution P(t|no).

This can be compared with real data - with some difficulties given that fossil
records are not very accurate, and good records have usually a duration of
less than 50y. For example, if we consider birds species, we can see different
scenarios (top of fig. [7.17):

1. A species emerges and disappears entirely within the span of observations
(blue plot).

2. A species is initially present from a un unknown time, then disappears
from that region, only to return and disappear again after some time
(orange plot).

3. A species is already present at the start of observations, and never disap-
pears.

In the first two cases we can estimate the lifetimes 7/ of these two species, but
in the third we can only give a lower bound 7 for it. With some manipulations,
we can use ([7.25)) to produce theoretical predictions, which fit well the available

data (fig. 7.17])).
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Figure (7.17) — The window available for observations has a limited duration, meaning that
we cannot measure directly lifetimes of species 7. What we can know are only the lifetimes
that happen within the window (7/), or lower bounds for lifetimes larger than the window
(7"). So, we cannot use directly for a fit, but need to account for these limitations -
leading to the blue and green lines. Still, the model follows well the real data (blue and green

points).

7.5.5 Continuum limit

Recall the Master Equation (7.15) and let z = n and P, = p,:
Opy(t
Polt) b — s (8) + (o + Dprsa(t) — () + ()]t

If we treat x as a continuous variable (in the limit of a large population) we
can expand p,41, leading to:

op(x,t 0 192
% = o ld(@) = b(@)lp(x.t) + 555

which looks like a Fokker-Planck equation with diffusion coefficient D = [d(x) +

b(x)]/2.

Then, if we take:

[d(x) 4+ b(z)]p(x, t) (7.26)

b(:(}) =bix+ by d(SL’) =dix — by
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Equation (7.26) may be rewritten as:

D= d1-2|-bl
b= 0l(x/r=0)pl + DI(ap) (7= 1o >0 (7.27)
b=2by >0

which is equivalent to the following Langevin equation:

(t) = b—x(t) /T + /Dx(t)&(t)

The term b quantifies the immigration rate, z(t)/7 is the rate of population
decay (since d; is slighty over by) and £(t) represents the stochastic fluctuations

with amplitude / Dz (7).
Equation ([7.27) may be solved by using standard techniques for PDEs, resulting
in:

1 b
B 12 —t/r]272D
p(@, t|xo,0) = ( ! )D Pl [(DT) ToTe }

— X
Dr 1—et/m
G Ui N £ S/l
X exp | —L£T Iy =
1 — e—t/’T p—1 1— e—t/T

Here we used reflecting boundary conditions at z = 0.

The stationary state is given by a I' distribution:

X

p(z, o, 0) ——— po(z) = (Dr)~Y/PT(b/ D) D te B

and agrees well with data (fig. [7.18)).

Preston plot (RER 1955) DEH-10cm
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'y
4

BpsClan
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Figure (7.18) — Fit of RSA data with a I' distribution.

We can also compute the species turnover distribution, i.e. the probability of a
certain species having a population = at time ¢ such that x/xg = A for a given
A
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Pstp(At) = (6 (A —x/z0))
= /OOO dxg /OOO dz p (2, t|zo,0) po (o) § (A — x/x0)

261 T (5 +3) (A1) (V)edb (sinh (£) )\ P
VT or(p) A e

b1

(ﬁ 5)
X((A+1§§#-4A> +

(7.28)

By fitting the stationary state distribution we can determine 2 parameters out
of 3: b and D, but not 7. Then 7 can then be determined by fitting the species
turnover distribution (fig. [7.19)

glr) Species Turnover Distribution

Figure (7.19) — Fit of lj to determine 7 ~ 3400y for a tropical forest.

7.6 Spatial models

Until now we completely neglected spatial effects in the data, i.e. the physical
distribution of species in the environment.

One of the main models that includes these kinds of features is the voter model,
originally created to understand elections and influences between different voters.
The main idea is the following:

« Consider, for simplicity, a square lattice. Each individual (e.g. tree)
occupies one node in the lattice, meaning that the density of individuals
is fixed (as it is empirically known).

o At each timestep, a node z is chosen at random and removed. Then:

— With probability 1 — v a randomly chosen neighbour of z gives birth
to a new individual replacing the removed one.
This mimics the fact that, when a tree dies, its place will be colonized
by one of the neighbouring trees.
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— With probability v, the place of x will be taken instead by a individual
of a new species. This represents the effect of random mutations.

A simulation of this kind of process will look like this:

Figure (7.20) — Voter model simulation on a exagonal grid. Each color represents a
different species.

We can then measure the -diversity, i.e. the probability F;. that two individuals
at a distance (r,r 4+ dr) belong to the same species. Empirical data shows that
F,. follows two different scaling regimes depending on r (fig. [7.21). Our goal is
then to replicate this behaviour with a voter model.

B R S

0.01 0.1 1 10 100 1000 10000

Figure (7.21) — Probability that two individuals at distance r belong to the same species.
The black dots are real data from the Yasuni forest. Our target is to find a model able to
predict the fitting black line.

Explicitly, two trees that are separated by a vector @ are of the same species at
step n with probability F}', which evolves in a basic voter model according to:

2 1—-v &
+1 __
Frtl — g (1_N)+ N ;::1( wint Fap) (7.29)
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At stationarity:

o / ddq L —1/ ddp Jipe 1
 Usrca<tn (2m)41(q) —r<p<tn (2m)d l(p)

l(p) = -5 +2

In d = 1, the stationary solution has a purely exponential decay (fig. [7.22]):

FT’ — 6771/5

-1
=1 L=V ~ 12
1—+/v(2—v) v—0

This is clearly not the behaviour we need to fit fig. [7.21]

InF,

L 4

r

Figure (7.22) — The decay of F, at stationarity in d = 1 is purely exponential.

Let’s try again in a higher dimension. In d = 2 a solution can be found by
taking the continuum limit of ([7.29)):

F(x,t) = V2F(x,t) — 42 F(x,t) + s0%(x)

where 72 = 2dv/a?, a is the lattice spacing (~ density_l/ 2), and s is a free
parameter. At stationarity this leads to:

2
2 —5 In(~r r<<l1
For) = L Ko(yr) = {27 Or) (7.30)
2T 2 i
== o€ o> 1

where K, is the modified Bessel K function of order p.

A plot of Fy(r) in d = 2 is shown in fig. and compared from results from
simulations. Again, the results are different from fig. [7.21] and in particular
there is only one regime.
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Figure (7.23) — Plot of the 3-diversity Fy(r) in d = 2 (7.30)) for various values of the
mutation rate v (black continuous lines). The points are results from numerical simulations.

These results indicate that a basic voter model is not able to explain by itself
the two regimes seen in fig. [7.21] Thus, we need to introduce “by hand” a
strong negative density-dependence. This is the so-called Jenzen-Connell effect,
stating that:

o A young tree near an adult of the same species is more likely to die than
a isolated one

o A seedling near an adult tree of the same species is more likely not to
germinate than an isolated one

Possible explanations involve the fact that trees of the same species are vulner-
able from the same pests - meaning that an “infected” adult tree can negatively
affect neighbouring young trees of the same species. Another possibility is that
trees emit waste products that are toxic for other conspecific trees.

So, let py(x) be the probability that a newborn tree dies out when there is an
adult tree at distance x. This leads to the following modification for the voter

model:
‘ b
Flat) =2 (DVFa ) = s Flot)) #2700
o _Jao Jel<r
aezl_ (33)_ ap > o
. o | > R
At stationarity:
2
Fo(r) = %KO(WOT) +cilo(yor) r<R

caKo(mr) r>R

And this finally allows to replicate the behaviour of fig. [7.21]
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7.6.1 Extinction time for a random walk

Consider a particle moving on a d = 1 integer lattice. At every position m, it
may take a step to the right (m — m+ 1) or to the left (m — m — 1) with
equal rates w (fig. [7.24). However, when m = 0 is reached, the particle stops
moving forever, i.e. m = 0 is an absorbing state for the system.

Figure (7.24) — Random walk on a d = 1 integer lattice.

The Master Equation can be written as:

I[)( t) = w[P(m —1;t) + P(m + 1;t) — 2IP(m; t)] m > 2 (7.31)
P(1;t) = wlP(2;t) — 2P(1;¢)]
P(0,t) = wlP(1;1)

In fact, every state m > 2 has exactly 2 inward transitions (with a positive rate),
and 2 outward transitions (with a negative rate). m = 1 has only 1 inward and
2 outward, and m = 0, being absorbing, has only inward transitions (just the
one from m = 1).

Since the particle never escapes the system, probability is conserved:
o0
> Pimit)=1 Vt>0 (7.32)

Indeed, if we assume that (7.32) holds for m = 0, then using (7.31]) we can
prove it will hold for all m > 0.

Note also that ([7.32)) do not depend on IP(0;¢) when m > 1.
We can merge the m > 2 case with m = 1 by defining:

. P(m:t 0
P(m;t) (mit) m >

0 m=20
Then:
P(m;t) = wP(m —1;t) + P(m + 1,£) — 2P(m;t)] m>1  (7.33)

since when m = 1, the m — 1 term vanishes.

We can then use (7.32)) to determine the absorption probability IP(0;¢) from a
solution of ([7.33)) as follows:

0 A
P(0;¢) = P(m;t) (7.34)

m=1

238



Suppose the particle starts in mg at t = 0, i.e. P(m,t = 0) = 6y mg. If mo = 0,
the evolution is trivial: the particle will always remain in the absorbing state.
Otherwise we have:

P(m,t = 0) = dmmy mo > 1

To solve ([7.33)), we first consider its extension to the whole line Z.:

P(m;t) = w[P(m —1;1) + P(m + 1;t) - 2P(m;t)]  meZ  (7.35)
The idea is that, on the whole line, we can use Fourier transforms to solve the
differential equation.

To relate a solution of to one of we use an argument of symmetry.
By definition, we need P(0;¢) = 0 - which is a condition that is automatically
satisfied by odd functions.

So, let’s take a solution IP(m;t) of and make it odd:

Poga(m;t) = P(m;t) — P(—m;t) (7.36)
This function satisfies (7.33)) for all m > 1:

Pogq(m;t) = ]I;)(m; t) — 1i3(—m; t7§5 [P(m +1;t) + P(m — 1,t) — 2P(m, t)+

—P(—m —1;t) = P(—m + 1;t) + 2P(—m; 1)

= w[Poaa(m + 1;t) + Poga(m — 1;t) — 2Pqq(m; t)]

and also:

Poaa(0;t) = IP(0;¢) —IP(0;¢) =0

If we choose for P(m;t) the same initial condition &y, ,, Wwe use for P(m;t),
then:

This means that given a solution of ((7.35)) on the whole line, we can construct
another solution Podd(m; t) according to (7.36) that, when restricted to m > 1,
satisfies the equation (|7.33|) we are interested to solve.

Thus, all we need to solve is 1) with P(m, 0) = Om,me With mg > 0 as initial
condition, and m € Z. This can be done exactly in d = 1 by using the Fourier
series.

For simplicity, we first take the continuum limit, and then solve. We start by
constructing a pdf IP(x,t) with z € R as follows:

P, t) — i]f’(m,t) 2 € [ma, (m + 1)a)

Graphically, IP(m, t) is the area of the m-th bin, which has a width of @, and so
an height (probability density) of P(m,t)/a. In the continuum limit a — 0%,
IP(z,t) becomes a smooth function, that can be expanded. In particular:

2
P(m+1,t) = Pz £ a,t)a = a []P(x, £) £ alP’ (z,£) + %P”(:c, 4.
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Substituting in (7.35)) and ignoring O(a*) terms we get:
P(z,t) = DP"(z,t)  P(z,t =0) = &(z — z0)

where D = wa? is fixed in the continuum limit (@ — 0, w — 00), and zg = moa.

This is just the diffusion equation, in its most basic case. By Fourier transforming
both sides, we can find the solution on the whole line:

- 1 (x — m0)2>
P(z,t) = ——=ex (—
0= Vi P\ i
To find the solution on the half line we use (7.30]):

P(,t) = Poaa(z,t) = P(x,t) —P(—a,t) =

- ol () e ()

We can then verify the required properties:

1. Initial condition:

P(z,0%) = 6(x — z0) — 6(2 + 20) = 6(x — 20) Va,xg > 0

2. Boundary condition:

PO,t)=0 Wt
3. Probability conservation:

/OOP(:C t)dx—erf( 0 )<1 Vi
0 ’ B VADt
2 [z 2
erf(x)z—/ e ¥ dy
T Jo

So, apparently, probability is not conserved. However, recall that the
original probability conservation involves IP(m, t), not I°(m, ). The
integral we just computed is rather the survival probability, i.e. the
probability that the particle is not absorbed in m = 0 at time t.

This can be shown by taking the continuum limit of ([7.34):

PO,)=1- Y Plm,t) — 1 —/0°° Pz, t)dz = 1 — Px (¢|mo)

m>1 a—0

where Ps (t|mg) is the survival probability at time ¢ for a particle withi
initial position mg. Thus:

P (t|zo) = erf (%) (7.37)

Recall that, for a random walk, the mean square displacement after time
t is:

E2(t) = (z%) = 2Dt
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This defines a characteristic length scale for the random walk, and so we
can rewrite ([7.37) as a scaling law depending only on the dimensionless
variable xo/&(%):

~1/2 3 _

o t t> =T

73> (t‘ﬂ?o) = f <f(t)) ~ 2? ¢
1 t < ;—10) =T

where we have used the MacLaurin expansion of the erf function:

erf(z) = \/27_? <:c — 1; + O(q;5)>

Then using ([7.22] pag. [227) we obtain the lifetime distribution (i.e. the
distribution of the time interval required to reach m = 0 for the first time
for a particle starting in zg):

Z

0 0 2 5 2
Plthao) = — ;P> (tleo) = 5 [ e dr =

_1 370> 32
_tF(g(t) t t> T,

F(x) = \/Z_ﬂxexp (_x22>

{Exercise 7.6.1 (Lifetime distribution with Fisher Log—Series):J

(a) Use the exact result (7.21} pag. [227) to determine the lifetime distribu-
tion of species in a system whose stationary distribution is the Fisher
Log-Series, i.e. the probability to find a species with population ng is
given by:

b\"™ 1
n)statzo‘() b<l,d—b=06=—

Te
with o= = |In(1 — b/d)|.

(b) Use the result from (a) to determine if there is scaling in the regime
§ — 0" and t — +oo with 6 - ¢ fixed. If so, determine the exponents
in the ¢t < 7., and draw a plot of the relevant behaviour.

7.7 The Voter Model

The voter model was originally created in 1975 by Richard A. Holley and
Thomas M. Liggett to describe the evolution of people’s opinions on polytical
parties as consequence of peer pressure.

In its most basic form, each “voter” may choose between two possibilities 0 or
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1, and their beliefs are influenced by their neighbours - meaning that someone
voting 1 that happens to be amongst a group where everyone votes 0 is likely
to change opinion after some time, simply because they hear a lot about 0.

The voter model can be generalized to describe a ecosystem with S species
(the parties), where each node (person) belongs to one of them, and sits at a
position in a d dimensional lattice. Then a “person changing ideas” corresponds
to a individual of a certain species dying and being replaced by a new organism
of the neighbouring species - or eventually with an individual of an entirely new
species.

To simplify things, let’s focus on only one specific species A. Then we define
the state o, of node x as a spin-like variable:

+1 if node x is occupied by species A
0-$ —

—1 otherwise

At each timestep n a random node x is selected, and the value of o, is replaced by

oy, where y is a randomly chosen nearest neighbour (n.n.) of z (y € (z,v)).

Let wz (o) be the probability per unit time (i.e. the rate) that spin o, in state
o is flipped, i.e. that the transition o, — —o, occurs (leaving all other spins
unchanged).

If all the neighbours of x are equal to —o,, then the transition rate is maximum,

|
and we fix it as w; (o) = 2w, where w is proportional to the system’s “reaction
speed”, i.e. the reciprocal of its characteristic time 7.. Conversely, if all

neighbours of x are in the same state o, then no flip will ever occur: w; (o) = 0.

For all the in-between cases, we use a linear interpolation, making the spin-flip
rate proportional to the fraction of neighbours of x that disagree with o,. Since
each node in a d-dimensional cubic lattice has 2d neighbours, we arrive to the
following expression for w,(o):

1 n_
wy(o) = |1— ﬁ(n% —N_g,)| W= %w (7.38)
where 14, is the number of n.n. of z with state £o,.
Note that if oy = 04, then oy0, = +1, and otherwise we have 0,0, = —1. So:
Nty, = £ Z 00y
ye(z,y)

And substituting back in (7.38)) leads to:

wy (o) = [1 - 21d0$ > Uy] W (7.39)

ye(T,y)

Then, similarly to what we did in sec. the transition rate from state o’
to any other state o can be written as the sum over the necessary spin-flip
transitions:

W(olo") = X wale)d, o II bt
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Figure (7.25) — Example of spin-flip transitions on a d = 2 lattice. The red +1 spin has 1
neighbour agreeing with it (n41 = 1) and 3 that disagree with it (n—; = 3). The maximum
possible flip rate is 2w, but since only 3/4 of neighbours disagree, the final rate will be 3w/2,
leading to a transition probability of 3w dt /2. Conversely, the transition probabilities with
no spin-flip will be 1 — 3w dt /2.

Let o be a spin configuration, and denote with o(*) the configuration resulting
from flipping only spin z of o, i.e. such that:

ol = —oy; ag(f) =0y Yy#u

We can then write the system’s Master Equation:

Plo;t) =Y [we(e@)P(e®;t) — w,(o)P(o; )] (7.40)
* “Inwa?a” flux “Outwgrrd” flux

7.7.1 Correlation functions

In order to get some insight on the dynamics, we compute the evolution of the
1 and 2-point correlation functions.

1-point correlation

First, consider the following change of variables, from spin-like (+1) to binary

({0,1}):

1+o0, )1 if the chosen species is occupying node z (7.41)
5 = :

0 otherwise

The probability that a given species is present at z at time ¢ is given by averaging
the indicator binary variable of “presence” over all nodes:

<1+02> _ 1+ (o)
9 /1 2
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And its evolution is obtained by differentiating:

g((;’Z>t = > P(o;t)o. Z > oslw(o o @NP(e®): 1) — w,(o)P(o; t)]
at i CD 537

In the first term we exchange o > o(®), which is just a reordering of addends
since we are summing over all possible configurations:

= Z} > wa(0)P(o;t)(0l") — 02) (7.42)
{o} ¥
(z)

where o, is the state of the z-th spin in o after having flipped the x-th spin.

(2)

Clearly, Vz # x we have that a?) = 0,, and for x = 2, 03"’ = —0,, meaning
that 0—9) — 0, = —20; .0, and so:

B _2{Z}P(U;t)wz(0)az = —2(w;(0)oz)t =

= -0 ({0202 = (o)) (7.43)

The term in the square brackets is equal to minus the discrete laplacian of
the “magnetization” A, (c,);. For any function f on a discrete d-dimensional
lattice, Ay, f(rz) is defined as follows:

d
2) = D [flra+ )+ fre — 1) = 2f(rs)] (7.44)
p=1
f=(0,0,.. 1,0,...,0)
,uthentry

where f1 are the unit vectors along the d dimensions, and 7, is the position of
the z-th spin in the lattice.
Equation (7.43) then becomes:

d w
£<Uz>t = _E Arz <Uz>t

By suitably rescaling the size of time intervals, we can make w = d/4, leading
to:

4(;1t<0—z>t - Arz(az>t (745)

This can be solved by using discrete Fourier transforms.

Let’s consider a hypercubic lattice of size L x --- x L and fix the lattice spacing
a = 1. Then the position of spin x is given by a vector r, of integers:

re=(n1,...,ng)0  n,=01,....L—1 p=1,....d

Let’s consider periodic boundary conditions (p.b.c.) so that the system is
fully translation invariant.
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We then define the transform of a function f on the lattice as follows:
fq = Z szeiq-T‘z q = <Q17 cee an)T (746)
Tx
We want €47 to obey the p.b.c.:
- (ratil) — pigre jigul L oigrs Vre, Vi

This is only satisfied if:

. 2
ezquL;“:)qM:%ku; k,=0,1,....L—1 (7.47)
Then note that:
Soelare = sty S elre = LA (7.48)
Tz q

which form a sort of orthogonality relation. Thus, multiplying (??) by e_iq'r;,
then summing over q and using ((7.48)) allows to invert it:

1 o
fr, = T ; S (7.49)
Each q is the center of an hypercube of volume (27/L)¢ due to (7.47). So, if

we take the thermodynamic limit L. — 400, ¢ becomes a continuous variable,
and the summation can be replaced by an integral:

1 —iq-Te T 1 ( 2m > ! —iq Tz ¥ / ddq —iq-Ts F d
- xT _ P T \ x B — 2
L ije Ja (2r)d Zq: )¢ a2 (2m)d° Ja 0, 27]
So, if we multiply both sides of equation (7.45)) by €'4"=, sum over r, and use
(?77) we get:

Smalt) = =21

mg(t) = eI {o,),

1 ¢ 0 =0
)= 5 Z (1 —cosqy) 1 (7.50)

> (0 otherwise

which can be solved by separation of variables, leading to:

mg(t) = e Dimy(0) (7.51)
= O) = Z eiq-’r‘z <Uz>t:0 (752)

Finally we invert the Fourier transform with ([7.49)):
1 iar . —
(0:)1 = Mzww% = Zg o e 1T Wng(0) =
q
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So we find that (o); is obtained by evolving the initial condition (oy);—o with
the propagator Fi(r, —7y).

In the thermodynamic limit L — 400 we get:

1 ,
lim Fp(x)= lim i ;e—zq-m—A(q)t _

L—+oo L—+o0
dig , t & d-t
= /B (271.)d exp (—zq -+ 2“E_lcosqu 5| =
2r d t
e _dt/2 / & <_ y _ ) —
e |M| Y on exp 14Ty + 5 cosqy
L, (1/2)

dt\ & t
o () 1)
2/ 5 2

where I, is a modified Bessel function.

in

y are Li.d. random variables with the following

Suppose the initial spins o
statistics:

Ploy' =+1)=p; Ploy=-1)=1-p (7.54)
Then the initial average is:
{oy)i=0 = (+1)-p+(-1)-(1-p) =2p—1
And so becomes:
mq(t = 0) = L3 o(2p — 1)
This makes much easier to perform:
(o) =2p—1 vt (7.55)

since A(0) = 0 (7.50). This means that the “magnetization” is conserved on
average: if we repeat the dynamics many times over different configuration
with the same statistics , then for every ¢, the average of o, over all these
replicas will be exactly 2p — 1.

This can happen in 3 possible scenarios:

1. In all cases the system reaches an absorbing state, where all spins are
+1 with probability p, and —1 with probability 1 — p. In other words, one
species will dominate over the others.

2. The system never reaches an absorbing state, but has at any time a
fraction p of nodes in state 41, and a fraction 1 — p of nodes in state —1.
This means that biodiversity is conserved.

3. A mix of the previous two cases.
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2-point correlation

In order to understand which scenario is the right one, we examine the 2-point
correlation function, which for a fully translational invariant system (p.b.c. +
translational invariant initial condition) is always a function of only the distance:

(020y)t = Gi(ry —1y)

Note that 1+ (0,0y) is the probability that two nodes at distance r; —ry
belong to the same species, i.e. it is the ecosystem’s g-diversity.

Also, the following holds:

(0704) =G¢(0) =1  Vz,t

To understand the limiting scenario we can focus just on the limit of the 2-point
correlation function evaluated for nearest neighbours nodes; i.e. for pairs (x,y)
such that ||r; —r,|| = 1. In fact, suppose this limit is some constant g:

Gi(ry —r N

e =T et T
If all nearest neighbours are always occupied by the same species, which happens
in scenario 1, we will have g = 1. Otherwise (scenario 2), g < 1.

We expect (isotropy) that all directions are treated the same, meaning that
Gi(ry —ry = £f1) is independent of fi. So, we define:

1—¢g >0 scenario 2 (biodiversit
Cr=1-Gy(tp) —— ¢ 7 (biodiversity)
~—— =400 0
Gi(ra—ry==p)

(7.56)

scenario 1 (monodominance)

Before getting lost in technical details in search of an exact solution, let’s develop
some intuitive picture of what to expect.

First, note that looks like a diffusion equation. In fact, any spin +1 that
is near a opposite spin —1 has a chance to propagate, converting the —1 to a
+1. We can imagine this as a signal that is moving inside the lattice, following
a path that is essentially a random walk. In general, at any given time, there
will be many different “branching paths” in all parts of the lattice.

Let’s focus on only one of them. After ¢ timesteps, the random walk will have a
“length” of ¢, but a range (st.dev) of v/, since it often backtracks. So the entire
explored volume will be (\/g)d, and in it approximately ¢ nodes are traversed by
that path, meaning that the path density p scales as:

t t¥ 0 d>2
(\/Z) t—+o00 o d<2

Thus, at least according this heuristic argument, we can expect that in d > 2 a
species will expand so that its density becomes vanishingly small - meaning that
it interacts weakly with all other species and may survive. In d < 2, however,
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the density increases with time (but clearly can never be infinite), meaning that
species interact strongly and have a high probability of extinction, leading to
cases where only one species dominates over the entire lattice.

The boundary case d = 2 is particular. A more careful argument can be used
to show that p —— 0 also in the d = 2 case. However, as we will show, this
oo

_>
can still lead to monodominance. It can be said that in d < 2 the random walk
is recurrent - in the sense that it visits many times the same nodes - while
in d > 2 it is transient, and has a chance to never come back to the starting
nodes.

The key difference between the two regimes is that in d < 2 different species
tend to segregate (fig. [7.26)), interacting only at their boundaries. In d > 2,
instead, species “mix together” and become dispersed (fig. [7.27)).

d< 2

7
Sﬂaﬁg?j yem //

Figure (7.26) — In d < 2, different species are segregated in regions with a high volume, and
all interaction happens at their boundaries. Each of them has a high probability of getting
extinct, and biodiversity is at risk. Note that, in reality, in d = 2 we observe high
biodiversity - the contrary of what the voter model would predict.
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Figure (7.27) — In d > 2, species are “well mixed”, extinction events are rare and
biodiversity is conserved.

So, let’s proceed with the necessary technical computations for the evolution of
the 2-point correlation function:

d
{o} ? {a}

Again we change 6(*) <+ o as we did in (7.42), so that we can write both terms
in the same sum:

=3 > Plo;t)ws(a) 0oy — 0,0,) (7.57)
Z {o}
Note that:
ag(gz)agsz) =00y ZFT,Y (7.58)
o_:gz)o_:gz) = —O'xo'y z =2 v 2 = y

Let’s consider x # y, since the x = y case is trivial: (o,0,) = 1.

Substituting (7.58)) in (7.57)) leads to:

d
dt <0'x0'y> 2[<wm( )Uxay>t + <wy< )0m0y> ] —
2w d
= —"——|2d{o, - + S
Zd[ T20y)t Mz_:l OyOr,+a)t + (OyOr,—u)t)
d

+ 2d axay Z Oz0ry+j t+ <Ux0ry u> )

As before, we choose w = d/4 and rewrite the terms in the square bracket by
using the discrete laplacian defined in ([7.44)), assuming translational invariance:
d

4dth( ry) = Dp, Gi(re —1y) + Dg ) Gi(T2 —1y) = 200, G(ry —7y)

A”‘:v Gt (Tg; _Ty)
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Denoting & = r; — r, this becomes:

ZiGt(w) = NzGi(x) x#0 (7.59)

with the “boundary condition” G¢(0) = 1 since o2 = 1.

When & = 0, G¢(0) is constant, meaning that 0;G¢(x) = 0. So we can rewrite
(7.59) to include also the & = 0 case:

20Giw) = (1 = 0o o Giu(a)

Evaluating at & = 0 now leads to:

tht(m =0) = 0= G¢(x = 0) = Constant = Go(x = 0)

1

Taking the discrete Fourier transform of both sides we get:

tht( ) = -2 Mq)Gi(q) — ; DaGi(z)| (7.60)

where A\(q) is the one defined in ((7.50)).

Unfortunately, now the g are coupled by the blue term, and so we cannot solve
directly this differential equation. To proceed, we use the Laplace transform,
defined as follows for a generic function f;:

f(s) = /Om e fpdt (7.61)

Since the Fourier transform acts on the space coordinates an the Laplace
transform on the time one, they commute:

9(a,s) = d(qs)

The Laplace transform of the left hand side of (7.60]) gives:

/ dt 7Gt 7St = Gt<Q)€7St ;O

by parts

+s /OOO dt e *'Gy(q) =

(sfo)_GO(q) +sG(q, s)

where é(q, s) is the correlation function after both the Fourier and Laplace
transforms:

&g, s / dt et Gy(q)
And so equation ([7.60)) becomes:
2 ~ 2 ]_ A
sG(q, s) = Go(q) — 2M\(q)G(q, s) — 5 N Gz, s) o (7.62)

which is (7.59) after the Fourier and Laplace transforms.
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The initial condition G(q) is given by:
:

Gol(q Zezqm 000z )t=0 = _ 1 +Zezqm 0'00'x> +1=
z=0 TF0 (2p—1)2
+ (2p—1)? > el
z#0

Summing and subtracting (2p — 1)? - 1 we can extend the sum over all x:

=1-(2p-1)*+(2p-1)?Y eiq.7:48 —(2p =1+ (2= 1)°L%g0
= :
(7.63)

All that’s left is to compute AzG(x,s) at = 0. First we rewrite the Laplace
transformed G, i.e. @(:c, s), as the Fourier anti-transform of G(q, s):

Gz, -Ld Z “2G(q, s)
Then we compute the laplacian:
A d A A
JAVIEIE ) w_07j4§:1[G(p,, s)+ G(—f,s) —2G(0,s)] =
1 R d iq iq 4 2
= ﬁ;G(qwﬁ) Zl(e bt —2) = —ﬁ§k(q)G(q,s) =
Zi:l 2(cos qu—1)=—4X(q)
4
= —7als) (7.64)
h(s) = Ma)G(q,s) (7.65)
q

Substituting 1} and 1) back in 1) and solving for é(q, s) we get:

Golq) — NaC(, s)(

A _ =0 __
Gla,9) = s+ 2X(q) -

_ Go(g) +2L"h(s)

763) s+ 2\(q)
7.64

(7.66)

However, h(s) depends on é(q’ ,8) Vg, so 1) is still not the solution!

The trick is to multiply both sides by A(g) and sum over all g. In this way, the
left side becomes:

ZA@

h(s) (7.67)
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And the right hand side:

Mg) 1 Ma) A
2 g Gl + 2L ) f%:swA @ % sreag Y

~

A(s)

In particular, the last term can be simplified:

NCI o A(q)
Y @ g st |2 o=
Since A(0) =

=1 2p 1) = ptag)op( )

Equating (7.67)) and (7.68) and solving for h(s) leads to:

h(s) _ _Als)

h(s) = Als)[h(s) + L2p(1 —p)] = 75~ = 77175

2p(1—p) (7.69)

which can be substituted back in , leading to the complete solution for

é(q, 8). (Lesson 35 of
However, we would then need to invert both the Laplace and Fourier transform — 28/05/20)

to get G(x,t), and finally take the limit for ¢ — 400 to see what is the right gglg%g‘;d: January
limiting scenario (monodominance or biodiversity). This can be done, but it is ’

not really necessary to answer our question.

Luckily, just knowing h(s) ([7.65) suffices. In fact, from ([7.64)) we have:

M) = L n b ) = b (G + e -2600,5)| =
Ld - 4 T ) S :B: 4M:1 K, S K, s H/’i -

~—
|

-~

Cy F Ci
d o —st d A
:2/0 dte™Cy = SC(s)

1 & o . .
d b GG

So h(s) is proportional to the Laplace transform of the quantity C; we are
interested in. Note that if s — 0, values of C} with larger ¢. So, to understand
the large t limit of C} we can studyﬁ the behaviour of C'(s) at small s.

So, recall the form of h(s):

h(s) _ _Als)

L4 _1—A() C(s)

(@) +s—s K 1 1
Als) = LdZ 3—1—2)\() 7 Sﬁzq:s—l—%(q)

2p(1 — );i

(7.70)

his argument can be made rigorous by using a Tauberian theorem
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In particular, note that A(s) — 1 when s — 0, meaning that h(s) is diverging
for s — 0. To proceed, we make an expansion:
~1
~ =

C(s) = 21 =) = 2001 = (1 = A) 1+ 0(9) =

1
= 2p(1 —p) [; ; SJr;)\(q)] (1+0(s))

In the continuum limit, the term in the square brackets becomes an integral of
the first Brillouin zone B = [—, 71]?, since )\(q) is periodic in each g,:

7.71

Ldzs+2)\ L4o0 / 3—1—2)\ q) (7.71)

Recall that A\(0) = 0, and so it will be small when g — 0. So for small s, the
denominator is small when ¢ — 0, meaning that the integral is dominated by
small values of q.

Thus we expand \(q) around q = 0:

d
z_j 1—Cosqu O;Z(qi-l-O(qﬁ)) quH +O(qy,) (7.72)

n

and consider ((7.71)) when s — 0:

dl¢ 1 _
Js Gy zaig =

We use the fact that 1 —cosz > 22/4 for |z| < I, where [ is the solution of
1 —cosl—1? = 0. Then we split the integral domain B in the region B’ = [, []¢
and the rest B — B’

_road 1 d? 1 dig 1
Ja= |, 2m)i2Na) IR emni2xn(g) Jow (277 2)\(q)
dig 1 diq
N T o)
—————

< ooif d > 2 < oo Vd since mf/\(q)
qeB-B’

To prove that the first term is finite for d > 2 we can use polar coordinates in d

dimensions:
21
/ dig - < ddq12:/ a0y / ¢ 3dg<oo ifd—2>0
B4 lall<2t ~ |[q]] ~~ /o
d-dim
spherical
surface

Thus, if d > 2, J; < oo, meaning that when d > 2 and s = 0:

1
= sJy(1
Ld P s—|—2)\ L—s400 / S_|_2)\ (q) = sJg(1+0(s))
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And taking the reciprocal:

Cis) = /OOO ety dt = Wﬁa Fo(s) d>2 (7.73)

Suppose that:

lim Ct = Coo

t—+o00

Since 0 < Cy <1 ([7.56)), we have:

N e’} 1 [e%e} 1
_ —ts — —z ~ —
C(s) = /0 e PCydt = /0 e *C,)sdz A sCOO (7.74)

z=ts 8§

because:

o0 o0
/ e *C,sdz —> e “Coodz = Cy
0 s—0 Jo

due to the Lebesgue dominated convergence theorem.

Finally, substituting ([7.74)) in ((7.73)) for s ~ 0 leads to:

Ooo_4p(1_p)1:> _ -
g dJg # o d-Jg

>0 d>2

Recalling the definition of Cy ([7.56)), this proves that, for d > 2, the system
tends to a state with many species “well mixed” together (biodiversity), as in
fig. [7.27]

If d < 2, the integral in ([7.71)) is still dominated by the behaviour of \(q) at
small g, but in a rather different way. By using the expansion (|7.72)) we get:

/ dig S Ns/ d¢ 1 - sd/Q/ 1 dig
B (2m)4 s+ 2M@)ETD) /B (21)4 s + ||q||* /s a=evi  JL 14 |x)?/2 (21)

dix 1
=" | (1+0(s))
S ol s
~0 d (27)d 2

-~

Ky

where the integral K converges in d < 2. Then for C (s) is proportional to the
reciprocal:

A

O(s) = WM/% +ofs))

which is the Laplace transform of:
4p(1 —p) <d) d_q
= 71—‘ — 2 B — 2
Ce dK 2 t t—+00 0 d<

In fact, it can be shown that:

/OO e_Stt%_l dt = s_%r <d
0 2

N——
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Since C} P 0 for d < 2, the final scenario will be the one where a single
oo

species occupies all the lattice (monodominance).

Finally, for the d = 2 case we proceed similarly:

9 S N 9 1 B A%z _
dq ———— =~ s dqg———5— = s —_—— =
[~aa2 T s+ 2Mq)s=0 J—xal2 T 54 ||ql|7/2 a=xvs  lzl<n/vs 1+ |2 /2

xdx 2
—9 /f — orsl (1 ):
e 1+22/2 e +28

1 1
~ 2ms|In s| <1+O <\lns]>) x &)

And its Laplace anti-transform is proportional to:

1
Ot(Xi

In fact:

o) 1 1 o) —z
/ et dt = f/ e dz =
0 Int st=2sJo Inz—Ins

— 1

dz =~
s~0 s|lns| / 1+ |lnz| s|In s|
since by the Lebesgue’s dominated convergence theorem:
00 e ? 00
lim fdz:/ e “dz=1
s=0Jo 14 22 0

[Ins

At the end, Cy o< 1/Int T 0, and so also in the d = 2 case the model
o

predicts a scenario of monodominance. However, Cy goes to 0 very slowly, so
if the system’s timescale is long enough, we can still observe (temporarily) a
scenario of biodiversity.

In summary:

Coo d>2 (Biodiversity)

2
-

d=2 (Monodominance) (7.75)

._.
e, B

t>1/w t

t2=t d<?2 (Monodominance)
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Exercise 7.7.1 (Mean Field for Voter Model):J

Consider a voter model where each node can interact with every other.

1. Determine the transition rate W(n + 1|n) (n — n+ 1) and W(n — 1|n)
(n—>n-—1).

2. Write the Master Equation IP(n;t) for the probability to have a species
with population n at time ¢.

3. Calculate (n); and (n?);.

7.7.2 Final Remarks

The voter model we just examined is non-parametric - the only parameter we
inserted is w, which is just the reciprocal of a timescale, and so does not have
any qualitative impact on the dynamics. Nonetheless, we see some scaling
behaviour, for example for the 2-point correlation function (7.75)), which is
typical of systems near criticality.

So, in a sense, the voter model “needs no tuning” to be near a critical point -
which is exactly what happens in natural systems.

7.8 Contact Process

The last model we consider is the Contact Process, originally proposed by T.
E. Harris as a toy model for describing an epidemic. It is a sort of “Ising model”
for describing dynamical transitions in non-equilibrium systems.

As usual, we consider nodes & € Z% in a d-dimensional cubic lattice. Each node
can be either healthy (o, = 0) or infected (o, = 1):

1 if node z is infected

0 if node z is healthy

The dynamics is given by the following rules:

o Infection. Infected nodes propagate the infection to their nearest neigh-
bours at a rate A/2d.

e Recovery. Infected nodes recover at a unit rate, and are immediately
susceptible to a re-infection.

] s ® @ A 0 e o . s ® o I 't
1.4 exw?ﬂ( dkr At Ad dt kY o
S e o e 4 +

Figure (7.28) — Example of evolution for a d = 1 contact process during a single timestep.
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The state where every node is healthy is an absorbing state, since nobody
will ever get infected again. On the other hand, the state where everyone is
infected is not absorbing, as infected individuals can recover.

So, in the limit ¢t — 400, the system can be in one of two different scenarios,
depending on the choice of A:

1. Non-active phase. The absorbing state is reached, meaning that the
epidemic “becomes extinct”.

2. Active phase. The epidemic persists with a constant density of infected
nodes.

Note that the second scenario can happen only on a infinitely large system
(thermodynamic limit), since for any finite number of nodes there is a always a
non-zero probability for all nodes to recover at the same time.

In the limit ¢ — 400, this event will happen with certainty, and so the only
possible scenario is the first one. What it’s interesting, is then to compute the
time needed to reach the absorbing state - which is expected to scale with the
number of nodes. The exact form of this scaling depends on \. It can be shown
that, for a A > A, the extinction time scales exponentially in the number N of
nodes, but for A\ &~ ). it scales according to a power law.

7.8.1 Infinite range model

Let’s consider a mean field version of the model, where the population is “well
mixed”, meaning that each individual is nearest neighbour with every other
node.

Then, denoting with N the total number of nodes and with n the number of
infected ones, the Master Equation is that of a birth-death process:

P(n;t) = b(n—1)P(n—1;t) +d(n+ 1;t) — (b(n) + d(n))P(n;t) n>0
(7.76)

with d(N + 1) = b(—1) = 0 and “absorbing boundaries” P(—1;¢) = P(N +
1;6)=0

b(n) is the rate at which new people get infected (transition n — n + 1). Each
pair of susceptible-infected nodes contributes to b(n) with a rate A\/(N — 1),
since N — 1 is the number of nearest neighbours of each node. As there are
n - (N —n) possible pairs (each of the n infected can spread the illness to each
of the N — n healthy ones), we get:

b(n)=W((n+1n) =

(N —n) (7.77)

n
n—1

On the other hand, d(n) is the rate at which infected recover (transition
n — n —1). Each infected has a unit rate of recovery, and there are n infected,
meaning that:

din)=W(n—1n) =n (7.78)
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The evolution of the average number of infected nodes (n); at time ¢ is given

d N
&W)t = nz::O]P(n, tyn =
N
7:762 nlb(n — DP(n —1;t) + d(n + 1)P(n + 1;t) — (d(n) + b(n))P(n; )] =
Vn=0

Then we shift indices in the first and second term, so that b(n — 1) — b(n) and
din+1) — d(n):

N-1 N+1 N
= _Zl(nﬂ)b(n)ll’(n;t) + Z_jl(n—l)d(n)lp(n;t) - z_:on(d(n) +b(n))P(n;t) =

Since b(N) = b(—1) = d(0) = d(N + 1) = 0 we can make all sums go from 0 to
N, and collect everything together:

N
> [+ DbIP(n: 1) + (.~ AP ;1) — () + b P(n: )] =
3 A
— ;::O[b(n) — d(m)]P(n;t) = (b(n) — d(n))y =~ (n(N = n)) = (n);
778
Thus we arrive to:
d A
&<n>t = N_1 <n(N — n))t — <n>t (779)

For large N, A\/(N —1) =~ A/N. Then we divide both sides by N, and define
the density of infected p(t) = (n/N)y:

=M (1)) —p= - D= M (%) (7.80)

To solve ((7.80)) we need to determine how {((n/N)?); evolves, but this would
require knowing ((n/N)3); and so on, leading to an entangled hierarchy of
differential equations.

To proceed, we use a mean field approximation, factorizing the average:

(BY e m (297 = 20 (7.81)

However, note that this introduces a systematic error in our model, since:

n\2 n . o n
—_— —_ _— = — > .
() de= 4t = (Var ), 0 (7:82)
Substituting (7.81)) in (7.80) leads to:
p=N=1p- I’ (7.83)

Let’s start by analyzing the stationary state. We have two cases:
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e A < 1= ). In this case all the right hand side of ([7.83) is negative,
meaning that p is always decreasing. Since p > 0, the final (stationary)
state will be p* = 0.

Analytically, if we set p <0
A=) = MNP 20 p =0V pf=""" <0
and the negative solution is unphysical.

Due to the form of ([7.83)), the absorbing state p = 0 will be reached
exponentially fast (fig. |7.29al).

e A>1= )\, In this case we still have p* =0, but also p* = (A —1)/A =
p > 0. Studying the sign of , we have that for any initial pg € (0, 1],
the final stationary state will be p, and only for pg = 0 we will have p* =0
instead (fig. [7.29b)).

This is true only for an infinite system, where the fluctuations (|7.82)) are
null. For any finite system, p will initially tend to p, but given a sufficient
time, some stochastic fluctuation will cause it to reach 0, where it will

remain forever.

in

(a) A<1= X (b)) A>1= X

Figure (7.29) — Evolution of the infected density p below and above the critical rate A..
For A < A\. = 1, the epidemic becomes extinct, but for A > A. it “survives” forever with a
constant density of infected p (assuming an infinite system).

We can then explicitly solve (7.83)) by separation of variables, with the initial
condition p(0) = po:

A
A=Xpo ,— At
A+ o€

pt) = A=A—1=A—A#0

For times well above the characteristic timescale (¢ > |A|~! = 7..), we see that
the density approaches the stationary solution exponentially fast:

~ e IBIt
p(t)t>>Tce A<O

— 5 o~ e IBI
p(t) P € A>0

The system’s phase diagram is shown in fig. [7.30]
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'--""‘B]

v
P

Ac

Figure (7.30) — Phase diagram for the mean field contact process. The stationary density p
is 0 for A < A¢, and starts to approach 1 when A > A..

In particular we observe, in the mean field approximation:
px A’ =1, A>0
and the system’s timescale is 7 = |A| 71

The contact system behaves similarly to the Ising Model, with the stationary
density p assuming the role of the magnetization m. Some key differences are:

o In the Mean Field IM, the scaling exponent is § = 1/2 and not 1.

o This is a dynamical transition, not an equilibrium one. In fact, the
contact process is never at equilibrium (there are no Boltzmann weights,
nor detailed balance). Also, when A < A., the stationary state is p = 0 -
without any kind of fluctuation. In this case, the system experiences no
dynamics at all - which is quite different from what happens in the high
temperature phase of the IM.

All that’s left is the A = 0 case, when A = A\, = 1. Equation ([7.83) becomes:

p=—p

which can be immediately integrated, leading to:

Po -1
t) = ~
o) 14 tpg t>7c

which is a power-law behaviour. In particular, note that p(t) approaches p much
more slowly than in all other cases, where the decay is exponential. This is
again the phenomenon of critical slowing down.

7.8.2 Variation: infection from outside

Suppose that healthy individuals can become infected with a constant rate
h # 0 independent on the state of their neighbours (i.e. they are infected from
an “external field”). The new rate for the transition n — n + 1 becomes:

bp(n) =b(n)+ (N —m)h
——

N. of healthy
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The evolution of the average number of infected is then:

i(@ b= (bp(n) = d(n))r = (b(n) = d(n))r + h(N — (n)¢)

And ([7.83)) gains an additional term:

dp
dt

In this case, p* = 0 is not a stationary state anymore. Instead, we have a

= (A=1)p—Xp* +h(1—p)

unique stationary state:

5= 2)\[)\ h—1+/(A—h—1)2+4n]

At the critical point, A = 1, with A > 0 and small:

= “[~h+Vh24+4h] =214+ 0(h) ~ b/ =2

which is again a power-law, similar to the one we found in the mean field IM
(where, however, § = 3).

7.8.3 Spatial effects

If we want to study spatial effects, we need to make nodes only locally connected.
Then, for each node x:

o The transition 1 — 0 (recovery) happens with a fixed rate of w; (o) = 1.

o The transition 0 — 1 (infection) happens with a rate proportional to A
and the fraction of infected nearest neighbours:

A
+ _ E

yE(z,y)

We can merge both cases as follows:
A
wy(o) =0, 14+ (1 —0,) - 24 Zay (7.84)
ye(z,y)

Here w, (o) is the rate of = flipping state. If o, = 0 (healthy), then only the
second term will matter, and if o, = 1 (infected) only the first one is non-zero.

As we did in studying the Ising Model dynamics, we define the state o(*) as
equal to o with the z-th state flipped:

o x
o@) = 7Y v y=1,...,N
l—0, y==x
With this notation we can write the system’s Master Equation as follows:

P(o;t) = Z[wx(a(m))ﬂ)(a(m); t) —wy(o)P(o;t)] (7.85)

T
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The evolution of the fraction of infected can be computed as:
d
a (o)t Z (o, Uzz:}az[ww(o' JP(0";t) — wy(o)P(o;t)]

Exchanging o <> o(® in the first sum, we can merge the two terms:

=2_P(o:1) Zwm Y —02) = (ws(0)(1 - 202)); =

te} =0ifx # 2
A
754(% T ﬁ(l —02) Z%) (1-20.)) =
E(z,y)
A
= (o)t 5 (L= 02) Yooy
T ye(z,y)

Using the definition of a discrete laplacian (7.44} pag. [242)) we have:

Z oy = Ao, + 2do,
yE(T,Y)

And we approximate by factorizing the average:

d A
dt<‘72> ~ —(0z)t + ﬁ(l — 0 )t(Dx(02)t + 2d{02)t)

Denoting (0,); = p(z;t):

p=—p+ ;d (1= p)VZp+ 2d(1 — p)p]

= A=1)p— I+ = A Z(1-p)V?% (7.86)

2d

Comparing with the mean field equation , the only additional term is
the one with the laplacian, which gives the equation a diffusion-like nature.
Note that the diffusion rate is regulated by (1 — p), meaning it is constant when
p ~ 0, and vanishes when p — 1, since when almost everyone is infected, the
number of pairs of neighbouring susceptible-infected nodes are few.

Again we have two cases:

o If A=X—1<0, then the system will tend towards the absorbing state
p* = 0. Let’s denote p = p_ and study the dynamics near stationarity,
i.e. when p_ ~ 0. Equation ([7.86]) becomes:

A
. =A-p_+D_V?p_ D_="2
p p—+D_V<p ¥

o If A= X—1> 0, the stationary state will be p = +A/\. Let’s denote
p(x;t) — p = p4(x;t), equation ((7.86) becomes:

pr=—D-pr =Xt +Dy(1—p—ps)Vipy =
~-A-p.+D V?py  Dy=D_(1-p)

262



Thus in both cases we have to solve an equation of the form:
oz, t) = —ap + bV a,b>0

To solve it, we use the Fourier transform:
~ _ ip-x d _ —ip-x ,~
Pp.0)= [ P A )= [T

Transforming both sides we get:

B(p.t) = —(a+bl|lp|*)@(p. 1)

which can be immediately integrated:
_ AV _ 2 S
B(p, 1) = e~ @HIPIP)t5(p () = ¢~ (atbllpl)t /R 4! P (!, 0)

And inverting the transform leads to:

( t) _ _—at de’ ddp —ip-(w—a')—(a+]||p|*b)t ( ’ 0) _
pla,t) = | A le(27r)de o(x’,0) =

- dda’ |z — 2’|
. at . 4
—° /]Rd (dmbt)?2 P ( 4bt 2@, 0)

Adapting to the two cases:

A |l — ||
[ qly 4Dt '
pi(aj?t) /]Rd € (47TDit)d/2 pi(wa )

G:I: ($*$l,t)

where G4 (x — x’; ) is the propagator that makes the initial condition “evolve”.

If we choose an initial condition with only one infected individual, i.e. pi(x’,0) =
6% ('), the epidemic will spread, but also dampen over time (the area below
the curve vanishes):

2
—|AJt =l
e exp 1D41

p+(x,t) = Gi(x,t) = (7.87)

(47TD:|:t)d/2
"\ ,-'.I'G- ' Jfr |'__ =0
A 3/’(-"—.“:; t ) t>o

\._ AaTny ]

Figure (7.31) — Example of evolution for a system with a single initial infected individual.
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A simulation in d = 1 of the contact process for different values of A is shown

in fig. [7.32]

DY,

Fig 6.3, CP tnals starting from a single particle. Time increases downward. Left
A= 30, lag = 200; center: 4 = J.29TE, lugy = 400; fight: A = 1.5, ley = 400,

Figure (7.32) — Examples of evolution

Let p(r,t) be the probability that a node at position 7 is infected at time ¢,
given the fact that there was an infected at » = 0 at t = 0:

p(rt) = (05, (1)) = (or)t

It can be shown numerically that p(r,t), near criticality A S Ae, A=A — Ao =~
07, scales according to a power-law:

P L )
p(’l’,t|A> 13 F(tz/27t|A|’U|

where F' is a function of two (non-trivial) dimensionless variables, where 7 o
|A|7YIh = ¢ is a characteristic critical timescale, and £} o 742 o |A| 7L is a
characteristic critical spatial scale, with v, = z/(2v))).

When A < A, equation ([7.87) gives:

2
—|AJt _ Al
e exp 4D+t

(47TDit)d/2

pe(r,t) = (7.88)

and so we find the mean field values of the exponenents ¢ = d/2, vy =1, z =1
and v, = 1/2.
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Exercise 7.8.1 (MaxEnt and Networks):J

Let G be a network (i.e. a graph), with a certain number of vertices connected
by edges. Suppose we have measured some property of GG, e.g. the number of
edges m(G), and we want to find the most unbiased distribution of networks
P(G) that is compatible with our observations.

Explicitly, suppose that we know the average of x:

(x) = % P(G)x(G) (7.89)

Then as a consequence of the MaxEnt principle, we choose IP(G) such that
its entropy S(G) is maximum:

S(G)=->_P(G)InP(G)
G
with IP(G) subject to the constraint ((7.89) and the normalization condition:
SP(G) =1
G

Using the method of Lagrange multipliers leads to:

)
9P (G)

— Y P(G)ImP(G) -3 2(Q)PG) —a S P(G)| =0
G G G

with solution (as we’ve already seen):

1 —0x o —0x
P@)=Zge " BO) =T =5 e (7.90)
G

As an example, let 2(G) = m(G) be the number of edges. For each pair of
vertices (i,j) € G we define a binary variable:

1 if 4 is connected to j
Oij =

0 otherwise

The set of all o;; defines the entire graph G = {oyj: % # j;i,5 = 1,...,n}.
In particular, the number of edges can be written as:

m(G) =m(o) =) oy

1<J
Substituting in (7.90)) leads to:
_ _exp (=0 0ij)
P(G)=1P(o) = 700)
Z(0) => exp <—920ij> = H'Ze_e‘”j =( 1 +e? )(3)
{o} t<J 1<J 9ij ;=0 0o;;=1
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where:

—1
(Z) — n(n2) = Number of pairs (i, )

We can also define a sort of free energy:

F)=—-InZ(#) = — (Z) n(1+e)

The average number of edges is given by:

m) = " P(0) Yoy = o0 2(0) =

{o} i<j

_[(n 1
S \2/) 1+
N——

P

where P is the probability that an edge is present:
{oij) = P
The probability that G' has m edges is given by:
—0m —0m
€ e n
P(m) = — ~=pP(1—p)z)-m
Z(0) (1 —1—6*9)(2)

which is what we would expect for an Erdos-Renyi graph (bernoullian graph).

The degree of a node 7 is defined as:
KZ(G) = Z Oij
J
And we can compute its statistics:

P(Ki(G) = a) = (0k,(G),a)

We can compute it by using a generating function:

Glo) = ki e P(K(G) = a) = (e KO =
=0

ELI oy <_ 3 Gmnamn> O = 0 + (i + Oui)
200)

m<n
The sum over all states evaluates to:
Z exp (_ Z elkalk) _ H Ze—ezkazk — H(1 4 e—ezk)
{o} I<k I<k Oik I<k

Thus:

—1
14 e 0 (14 0-a\"
jop Lte L+e
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a=0
And then:
n—1 —ab —0\—(n—1)
P(Ki(G) =a) = . )e (1+e™) = (7.91)
_ (” - 1) Pl — pyn-le (7.92)
a
whic is a binomial distribution, with mean:
6—6

Using ¢ we can then rewrite ([7.91)):

P(Ki(G) =a) = (n ; 1) (ni 1)” <1 B n_i_a>n—1—a

c

cte”

— = Poisson.(a)
n——+o0o a!
a fixed
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